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Macromolecular interactions do not just encompass the coming together of two or 

more macromolecules, but rather the speed of the interactions play a very important role 

in proper cellular function. In response to external stimuli, DNA binding proteins very 

efficiently carry out their cognate tasks by making use of different kinetic mechanisms. 

Here we quantitatively analyze the kinetics of various processes involving DNA binding 

proteins. 

Chapter I provides an introduction to the different macromolecular process under 

investigation and the role of kinetics in determining their function. The primary means of 

investigation of these macromolecular interactions in terms of structure and kinetics is 

done using nuclear magnetic resonance (NMR) spectroscopic methods. Chapter II 

provides the theoretical description of how NMR based methods enable us to analyze 

kinetics involving macromolecules occurring at different time scales. Firstly we develop 

a TROSY based z-exchange methodology to analyze the kinetics of translocation of a 
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transcription factor, HoxD9 homeodomain, between two cognate DNA molecules in 

Chapter III. The facilitated target search process in a very challenging problem, which 

defines the function of different DNA binding proteins and the kinetic shortcuts taken by 

these macromolecules in speeding up the target location. In Chapter IV the NMR based 

methods used to dissect the roles of different translocation processes is extensively 

analyzed using simulations to verify their validity range. Here we also look into the 

effects of various microscopic events on the macroscopic rates measured using 

biophysical approaches. The redox regulatory proteins continually keep the cellular 

environment reductive and the redox state of DNA binding proteins such as HMGB1 

could play an important role in its function. The reduction/oxidation kinetics of HMGB1 

along with redox regulatory proteins are extensively analyzed in Chapter V using NMR 

based methods. This thesis provides an understanding into the physiologically relevant 

macromolecular interactions in terms of kinetics by the development of novel biophysical 

methods, simulations and experiments. 
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CHAPTER I 

INTRODUCTION 

Living organisms carry out different biological processes for their survival and 

sustenance by depending on the interactions of macromolecules like proteins, DNAs, 

RNAs, lipids, etc. The inter-cellular communications occur in the form of external 

stimuli, instantly triggering a cascade of signal molecules that find their appropriate 

binding partners propagating the signal downstream to obtain the desired cellular 

response. It is important to note that macromolecules not only need to interact with each 

other but also need to carry out their respective functions very efficiently and effectively. 

Thus raising a very fascinating question of how do these macromolecules come together 

quickly in the right spatial position, orientation and conformation when there are lots of 

non-specific interactions present inside the cells. Often there are many obstacles on their 

path towards finding their final functional state (1, 2), such as other macromolecules, 

non-specific binding partners, and post-translational modifications. These hurdles are 

somehow overcome very efficiently, raising another important question, what are the 

kinetic shortcuts taken by biomolecules towards performing their functions? 

In the case of Eukaryotic systems, there are huge cellular responses to external 

stimuli like hormones, neurotransmitters, growth and differentiation factors and 

metabolites. The cellular response to these stimuli often include activation of early genes 

and sometimes inducing cytosolic protein modifications like phosphorylation, 

acetylation, glycosylation, reduction/oxidation, degradation, etc. These protein 

modifications are crucial in generating proper response to the stimuli and it is very 

important for the cells to maintain appropriate populations of these functional states. For 

example, in eukaryotes, the ubiquitin molecule finds unwanted proteins in the cell 
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quickly, and tags them for degradation and recycling by proteasome (3). In order to study 

which macromolecules interact with each other, the classical approaches used are 

immunoprecipitation (4) or a pull-down assays (5). Even though these crude methods 

give us possible binding partners, the assays pick up only strong binding partners and 

sometimes the observed interactions might not be physiologically relevant. Though 

neglected often, weak interactions at times might play a vital role in the proper 

macromolecular function. For example, in the case of protein translocation on DNA, 

weak non-specific interactions with the DNA do contribute to facilitated target location 

(6) process. These macromolecular interactions are essential for the survival and proper 

functioning of an organism, furthermore the speed of these interactions also plays a 

crucial role in proper cellular response. Hence there is a need for the development of 

methods that can be used to measure the kinetics of these macromolecular interactions. 

The kinetics of macromolecular interactions have been studied for a very long 

time using different biophysical approaches like fluorescence based experiments (7), 

single molecule experiments (8-10), gel-shift assays, and Nuclear Magnetic Resonance 

(NMR) experiments (6, 11-16). Sometimes, structural insights into the biological 

interactions are needed to understand the macromolecular interactions, which are mainly 

obtained by structural approaches like atomic force microscopy, cryo-electron 

microscopy, Small Angle X-ray Scattering (SAXS), NMR spectroscopy and X-ray 

crystallography. Interestingly NMR based approaches not only reveal microscopic 

information but also report on macroscopic events. Even though each of these analytical 

methods gives very useful information, they are not free from limitations either in 

instrumentation or experimental conditions; thus there is a need of developing new 

biophysical methods to analyze macromolecular interactions. 
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For instance, for studying protein-DNA interactions there have been a lot of 

biophysical approaches like fluorescence based experiments (7), single molecule 

experiments (8, 9), etc. In the fluorescence approach, often a fluorescent probe is attached 

to the DNA molecule and the effect of protein binding to the DNA is observed as a 

function of fluorescence intensity or anisotropy change. The typical working 

concentration of DNA used in these approaches is in nanomolar to micromolar range. On 

the other hand the DNA in the cell is confined to a very small compartment, and a simple 

mathematical calculation gives the nuclear DNA concentration to be in the range of 100-

150 mM in terms of nucleotide base pairs (17). So the nuclear DNA concentration is in 

the range of 3-5 mM by converting the concentrations in terms of 30bp fragments, which 

are too high DNA concentrations to implement fluorescence based and single molecule 

approaches. One of the caveats of fluorescence based approaches to understand protein-

DNA interactions is that we can only observe kinetics macroscopically and very little or 

sometimes no information is detected in the microscopic scale/atomic resolution. This 

limitation has been addressed by careful Förster Resonance Energy Transfer (FRET) 

based experiments to obtain various kinds of dynamic information on protein-DNA 

system (18, 19), but the perturbation created by the addition of a florescence 

donor/acceptor could interfere with the function of the protein. Recent advances in the 

field of single molecule based approaches (8-10) have given us a great insight into 

macromolecular interactions, but isolation of macromolecules could mask higher order 

interactions that are present at high concentrations of macromolecules under intracellular 

conditions.  

Due to the recent advancements of NMR and X-ray crystallographic structural 

initiatives, there is a vast repository of structures of proteins alone and also with their 

binding partners in atomic resolution. These structures do give us structural insights into 
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these interactions but the information on the dynamic interaction process is often lost as 

they mostly reveal the initial and final state of the complex macromolecular interactions. 

Even though some aspects of these macromolecular interactions have been extensively 

studied using different biophysical methods, there are a few aforementioned limitations 

that create a gap in the knowledge of understanding complex interactions. To overcome 

some of these limitations we plan to use nuclear magnetic resonance (NMR) based 

methods whose merits are discussed below. 

NMR based methods have been successfully used on various macromolecular 

systems (6, 12-16, 20) and useful information has been obtained on these macromolecular 

interactions in terms of structure, dynamics, kinetics and energetics. In order to observe a 

signal using NMR based methods, the macromolecules have to be isotope labeled to have 

odd number of protons and neutrons so that they possess a net magnetic moment. In the 

case of proteins, naturally abundant 12C carbon atoms can be replaced with 13C, and 14N 

can be replaced with 15N using isotope labeled substrates during the production of 

proteins so that they are detectable in NMR experiments. Making use of 

multidimensional NMR experiments, signals can be easily assigned to different atoms on 

the macromolecule; this feature can be exploited in observing the required interactions. In 

the case of ligand binding to proteins, NMR based methods have been successfully 

applied to reveal structural changes, binding affinities, specificity, and sometimes 

information on the location of ligand binding site on the protein. When applied to 

understand protein translocation on DNA (6, 12), we can use high concentrations of 

physiologically relevant unlabeled DNA concentrations (3-5 mM) with isotope labeled 

proteins to directly observe the protein translocation mechanisms operating inside the 

cells. 
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NMR based experiments on macromolecules give us a lot of structural 

information in atomic resolution, since we observe a signal corresponding each 

isotopically labeled atom of the macromolecule. These NMR signals arising from 

individual atoms are very sensitive to the physical environment around the nuclei, thus 

providing information on small changes surrounding the nuclei. NMR based methods 

have a minimal effect on the chemical and physical properties of macromolecules since 

this perturbation is limited only to the nuclei of the atoms, thus making it a very useful 

and powerful approach in studying biomolecules. 

While performing their respective functions efficiently, biological 

macromolecules sometimes explore different environments in the form of chemical 

reaction or conformational change. And NMR based spectroscopic methods can be used 

on these macromolecules to observe the exchange between these states if the nucleus 

experiences different magnetic environments in each of these states, where this exchange 

is often referred to as chemical exchange. In the case of chemical equilibrium, the 

observed nucleus experiences different states when the system exchanges between two or 

more sites on a different molecule. Like in the case of conformational exchange, the 

nuclei exchanges between different conformations of the same macromolecule. An 

example of intermolecular exchange observed using NMR based methods would be the 

physical translocation of proteins between two different DNA molecules and that of an 

intramolecular conformation change would be domain motions of a multi-domain 

protein. NMR based methods can be used to observe exchange between different states as 

long as these states are magnetically different even if they are chemically 

indistinguishable. The nuclear spins systems are weekly coupled with chemical lattice, 

thus permitting the manipulation of nuclear magnetizations without affecting the 

chemical states. This is a very useful and unique feature as other biophysical approaches 
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used to study kinetics of exchange of macromolecules between two or more states require 

the monitoring of states that precedes chemical equilibrium. 

We currently possess a wide variety of NMR based approaches (11) like zz-

exchange experiments (21), CPMG relaxation dispersion experiments (22, 23), residual 

dipolar coupling (RDC) experiments (Reviewed in 24, 25), paramagnetic relaxation 

enhancement (PRE) experiments (26-29), etc which are used to look at different 

biological processes. Taking advantage of some of these NMR experiments, wide range 

of processes taking place in the biological systems like side chain motions, domain 

motions, folding/unfolding of proteins, conformational change, ligand binding, enzyme 

kinetics, etc have been studied. 

Now that we are equipped with powerful biophysical tools to observe complex 

macromolecular processes, we can bridge the gap in the understanding of 

macromolecular interactions in terms of kinetics while getting an insight into their 

function and mechanism. The overall goal in this thesis is to understand the details of 

physiologically relevant macromolecular interactions in terms of kinetics, which is 

achieved by developing innovative biophysical methods, models and experiments. 

TRANSLOCATION OF DNA BINDING PROTEINS 

One of the first cellular responses to external stimuli is the activation of early 

genes that code for transcription factors. These DNA binding proteins are very efficient 

in translocating into the nuclei and finding their cognate DNA sites to express appropriate 

genes while maneuvering among an ocean of non-target DNA sites. There are lots of 

structural information on DNA binding proteins that reveal the formation of extensive 

contacts with the phosphate bases and nucleotides on the DNA (e.g., 30-32). These 

extensive contacts with the DNA are essential for the protein to distinguish between 
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cognate and non-cognate sites; on the other hand this could slow down the target search 

process if the protein spends too much time on non-target sites. This issue has boggled 

scientists and is referred to as the “speed-specificity” paradox wherein the protein has to 

bind to a specific site on the DNA rapidly while negotiation its path among an ocean of 

non-specific sites. 

In this complex process of target search, if the protein translocation is assumed to 

be only diffusion limited, a simple theoretical calculation shows the time required to find 

a specific site on a DNA in a nucleus is in the order of hours. This is contrary to the time 

scales of target sequence location and activation by most DNA binding proteins in vivo 

(33), which happens to be in the order of a few seconds. Initial experiments on lac 

repressor revealed (34) that the lac protein can find its target site 1000 times faster than 

 Figure 1.1: The three modes of translocation (i) Sliding (intra-segment transfer) 
(ii) dissociation followed by re-association and (iii) direct transfer (inter-segment 
transfer). The second mechanism consists of two steps dissociation and re-
association, whereas the direct transfer consists of a single step second order 
reaction that occurs by collision between the complex and the free DNA. 
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just a three-dimensional diffusion and collision processes, showing the presence of some 

translocation mechanisms that facilitate the target search process. This was the first 

evidence implying that the DNA binding proteins take some kinetic shortcuts to locate 

their cognate sites. After the initial experiments on the lac repressor system, theoreticians 

have proposed various models through which proteins can perform efficient target search. 

Some of the widely accepted models for protein translocation mechanisms (34-41) to 

explain the enhanced rate of target search are, (i) one-dimensional sliding, (ii) hopping 

(dissociation and re-association) and (iii) direct transfer (also called inter-segment 

transfer), which are schematically shown in Figure 1.1. 

The first mechanism is where the protein sides on DNA, initially binding to non-

specific site on the DNA and then slides across the DNA without dissociating to find its 

target site. This sliding mechanism might be advantageous since the protein scans for 

target site in only one dimension, thus greatly reducing the search space. This is a first 

order kinetic process in which the protein slides until it finds its target site. Recently this 

phenomenon was directly observed by monitoring unbiased movement of transcription 

factors on DNA using single-molecule experiments (e.g. 9, 42-46) and the one 

dimensional diffusion rates constant have been determined to be ~300-1000 bp s-1. The 

second mechanism is the process where the protein dissociates from the DNA and 

diffuses in the three-dimensional space, which is followed by the process of re-

association. Inside the cells the concentrations of DNA is high (17) and under this 

condition, the initial first order process of dissociation is the rate limiting step which is 

followed by a very quick second order re-association process. This phenomenon has been 

extensively studied as bulk measurements using various spectroscopic methods since this 

translocation mechanism is predominant under low concentrations of DNA and can be 

easily observed. The third mechanism is a single-step second order process that involves 
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the collision of free DNA with the protein-DNA complex, where the protein translocates 

from one DNA to another without going through a free state. This intersegment transfer 

process was proposed by theoreticians (39, 47-49) where the protein can take kinetic 

shortcuts to translocate long distances in terms of DNA sequence space. Since this 

mechanism does not involve the protein to go through a free state, the protein is thought 

to form a transient bridge between two DNA molecules while not requiring the breakage 

of all hydrogen bonds with DNA. Until recently this phenomenon was not well 

characterized due to the limitations of different biophysical approaches, but NMR based 

experiments have been able to provide the evidence of intersegment transfer mechanism 

(6, 12). These three major translocation mechanisms are different in terms of kinetics and 

hence can be distinguished from one another. Since the only process that is dependent on 

free DNA concentration is the intersegment transfer process, its presence can be 

monitored by observing a change in the translocation kinetics by varying free DNA 

concentration. The NMR method used to measure the intersegment transfer kinetics of 

protein translocating between two DNA molecules is z-exchange spectroscopy, which is 

used for systems under the slow exchanging regime. While providing useful kinetic 

information this methodology has its limitations as well. Since the signals obtained from 

this method are only as strong as a Heteronuclear Single Quantum Correlation (HSQC) 

experiment, this limits the application of this method on larger molecular systems and is 

restricted to a narrow working temperature range. In order to overcome some of these 

limitations, there is a need to develop new NMR based methods that would provide the 

same information with increased sensitivity. 

In order to systematically understand the translocation mechanism, we choose the 

human transcription factor HoxD9 homeodomain as our model system. HoxD9 

homeodomain (Figure 1.2) is a helix-turn-helix single domain DNA binding transcription 
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factor that is highly conserved in humans and fortunately there are lots of structural 

information available (6, 12). Previous paramagnetic relaxation enhancement (PRE) 

based NMR measurements on the HoxD9 homeodomain have revealed that the structure 

of HoxD9 does not change much when bound to specific and non-specific DNA 

sequences (6, 12, 13), where it makes extensive contacts with the DNA. The translocation 

of HoxD9 between two different cognate DNA molecules was previously examined using 

z-exchange spectroscopy (12), where the increase in free DNA concentration resulted in 

an increase in the translocation rate constant showing the existence of intersegment/direct 

transfer mechanism. On the other hand, the determination of activation free energy was 

not feasible due to broadening of signals during z-exchange spectroscopy at low 

temperatures. In order to determine the activation free energy required for HoxD9 to 

translocate from one cognate DNA to another, we need to develop a NMR based tool to 

carry out z-exchange in a broader range of temperatures. 

 

HoxD9 makes nine ion pairs with the phosphate bases and nucleotides via salt 

bridges and hydrogen bonds which are associated with free energies in the range of 0.4 to 

2 kcal/mol each, adding up to ~20 kcal/mol. For the dissociation of HoxD9 followed by 

re-association to be the predominant mechanism, it is imperative that the activation 

energy for the translocation of HoxD9 between two DNA molecules containing the 

Figure 1.2: Human HoxD9 homeodomain bound to 24bp DNA containing the 
cognate site TAATGG. 
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specific DNA binding sites should be ~20kcal/mol. Our strategy to address this issue was 

to implement the Transverse Relaxation Optimized Spectroscopy (TROSY) principle that 

increases the sensitivity of the conventional z-exchange experiment, and then to monitor 

the translocation kinetics of HoxD9 homeodomain between cognate DNA molecules at 

different temperatures. These can then be used in an Eyring plot yielding the activation 

energy for translocation, thereby confirming the presence or absence of kinetic shortcuts 

like intersegment transfer. 

The process of development of new NMR based method to analyze translocation 

kinetics in slow exchanging systems will be discussed in detail in Chapter 3 of this thesis. 

Upon the successful implementation of TROSY principle into z-exchange spectroscopy, 

the activation free energy associated with the translocation of protein from one target 

DNA to another can be determined. 

VALIDATION OF NMR BASED APPROACH 

Previous NMR based approaches developed (6, 12-15) have dissected the 

different modes of protein translocation on DNA. The approach used to observe the 

translocation of protein between two DNA molecules was the “mixture approach” (6, 12, 

13), where 1:1 ratios of two different unlabeled DNA molecules are mixed with isotope 

labeled protein. The consequences of the mixture of different DNA molecules results in 

the translocation of protein from one DNA to another which can be monitored using 

NMR based methods if the protein experiences slightly different magnetic environments 

when bound to each DNA. When the translocation is in the slow exchange regime, two 

sets of signals arising from the protein bound to individual DNA molecules are observed. 

These slow exchanging systems can be analyzed using different z-exchange NMR 

methods (12, 50), yielding the intermolecular translocation rate constant. Similarly when 
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the translocation is in the fast exchanging regime, only one signal is observed as a 

population weighted average of the two states. The apparent relaxation for a two-state 

fast exchanging system can be analyzed using Lorentzian line-shape analysis and with the 

use of mixture approach and Reuben and Fiat approximation, the intersegment 

translocation rates can be determined (6). The Reuben and Fiat approximation (51) used 

in the NMR based mixture approach (6) to determine the translocation rate is valid only 

for a two-state exchanging system, the apparent translocation kinetics obtained could be 

affected by multiple microscopic states accessed by the protein on DNA. On the 

microscopic scale the protein could be bound to different positions on the DNA molecule 

playing a vital role in finding its cognate sites. In order to verify the validity range of 

these NMR methods, there was a need to develop an N-site theoretical model to describe 

this highly complex translocation process on DNA composed of multiple microscopic 

states. Additionally it was also necessary to consider the relationship between the 

apparent rate constants measured using the NMR based methods and the macroscopic 

rate constants (Figure 1.3) affected by various microscopic states. 

The development of a model to describe the protein performing different 

translocation events between N-sites is challenging because the energy landscapes of a 

protein-DNA system are supposed to be rugged (52) and the kinetic rate constants should 

satisfy the detailed balance. Our strategy is to develop a model that is based on 

McConnell equations and Kramers’ theory for an N-state exchanging system and 

simulate the NMR approaches used to interpret the translocation mechanisms. These 

simulations would provide us with valuable knowledge on the validity range of our NMR 

based approach for the kinetic investigation of protein translocation on DNA. 
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Upon successfully developing the model, simulation of various plausible 

experimental conditions should give us ideas on building new experimental tools to 

decipher the significance of one-dimensional sliding. The simulations can then be 

extended to describe systems involving large DNA binding proteins whose sliding rates 

might be slower and predict the outcomes of the NMR experiments on these systems. The 

details of these simulations will be discussed in chapter 4 of this thesis. 

We have tackled the challenges in developing new NMR based methods to 

understand the protein translocation process and building a generalized N-site model to 

describe the protein translocation on DNA so as to verify the accuracy and validity range 

of NMR experiments. Next we intend to systematically dissect the different states 

explored by DNA binding proteins inside the cell as they could play an important role in 

its function. Since the cells spend enormous amount of energy in keeping the intracellular 

Figure 1.3: The accuracy and validity range of NMR based methods needs to be 
examined for experimentally observed apparent macroscopic rate constant (left) 
and the macroscopic rate constant affected by different microscopic states.  
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environment reductive, there is a need to understand the role of various redox states of 

DNA binding proteins. 

REDOX STATE OF DNA BINDING PROTEINS 

In most proteins, spatially close cystines can form disulphide bonds which help 

them maintain structure under oxidative environments. The formations of disulphide 

bonds could help stabilize the structure of proteins under oxidative conditions, but once 

formed the available conformational space is restricted. Living cells possess a whole 

arsenal of redox protein machinery such as Glutathione, Thioredoxin, Nucleoredoxin, etc 

to keep the intracellular environment reductive (53, 54). The redox state of the proteins 

inside the cells could play a role in its interactions with other biomolecules and determine 

its function (54, 55). Thus it is important to study the kinetics of reduction/oxidation of 

these proteins by cellular redox machineries. When the cells are under oxidative stress, 

there are high amounts of oxidative species (like superoxide anion, hydrogen peroxide, 

etc) and low levels of reduced proteins present in the cell that could affect the functions 

Figure 1.4: Different roles of HMGB1: Inside the cell primary function of HMG1 is 
DNA binding and regulation of genes. Outside the cell HMGB1 acts a cytokine 
interacting with RAGE and TLR receptors. 
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of many important protein machineries. Hence there is a need to understand the redox 

states of biologically important proteins that could lead to the understanding of the root 

cause of a complex disease. 

A very abundant protein, High Mobility Group Box 1 (HMGB1) is a unique DNA 

binding protein (15, 56-60) where it bends the DNA upon binding, facilitating other 

transcription factor in finding their target sites and also acts as a cytokine invoking the 

necrosis pathway extracellularly (Figure 1.3). HMGB1 is made up of two very similar 

DNA binding domains (A-box and B-box) and a highly acidic tail (59, 60). The full 

length HMGB1 protein contains three cystines, where C22 and C44 on A-box form a 

disulphide bond (Figure 1.4) and C105 on B-box remains reduced. In the extracellular 

environment HMGB1 is believed to act as damage associated molecular pattern (DAMP) 

molecule which interacts with receptors, like receptor for advanced glycation end-

products (RAGE) and toll-like receptors (TLR), playing an important role in oxidative 

stress and apoptosis (61). High levels of HMGB1 expression have also been associated 

with many forms of cancer and inflammatory diseases like asthma (61). The redox state 

of this protein is poorly characterized even though HMGB1 has been attributed to many 

diseases, thus creating a gap in knowledge on the function of the protein. 

The two distinct functions of HMGB1 could be ascribed to the different redox 

environments inside and outside the cells. Since these two distinct functionally important 

states of HMGB1 have not been analyzed, there was a need to address the question and 

determine the population of individual redox states. This information on the population of 

individual redox state of the protein can be calculated by determining the redox potential 

of the protein, and more importantly we get valuable information on the rate of reduction 

of HMGB1 by redox regulatory systems. 
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Our strategy to obtain the redox potential of HMGB1 is to monitor redox 

reactions involving HMGB1 and glutathione, since glutathione system is well understood 

and is the most abundant redox machinery in the cells (54). In parallel we also intend to 

understand the reduction of HMGB1 by another redox regulatory system, thioredoxin 

system comprising of thioredoxin, thioredoxin reductase and NADPH (53).  

If the redox potentials of the proteins involved in the redox reactions are 

comparable, the reduction/oxidation reactions would occur in minute-hour timescale. In 

order to monitor reactions happening in the minute-hour time scales, NMR based real-

time kinetics experiments can be used to gain valuable knowledge on the kinetics of 

redox reactions. From these real-time experiments we would acquire an insight into the 

redox state of HMGB1 in cells under oxidative stress once the kinetics of 

reduction/oxidation is understood, giving us an idea of the efficiency of the redox 

regulatory machineries to keep proteins reduced inside the cells. The experimental 

approaches and kinetics of the redox reactions governing the fate of HMGB1’s function 

is described in detail in chapter 5. 

Figure 1.5: HMGB1 A-box bound to DNA. Highlighted are Cys22 and Cys44 that 
form the disulphide bond 
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The overall goal of this work is to understand the physical basis of the various 

macromolecular interactions in terms of kinetics, mainly for biologically relevant DNA 

binding proteins. Since NMR is one of the very powerful tools to achieve this goal, we 

present the development and application of various NMR based methods to decipher the 

details of these macromolecular interactions. 
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CHAPTER II 

THEORETICAL BACKGROUND: NMR AS A TOOL FOR KINETIC 
STUDIES 

INTRODUCTION 

For understanding the details of reaction mechanisms it is important to 

comprehensively dissect the kinetic details of the reaction, which have been extensively 

studied by different analytical techniques. Among the various analytical methods used to 

study kinetics of chemical reactions, Nuclear Magnetic Resonance (NMR) is one of the 

very powerful tools that not only gives information on kinetics but also provide structural 

and dynamic insights with atomic resolution. The signals observed using NMR based 

methods are very sensitive to the chemical environment around the observed atom which 

can also be used effectively to gain information on the temperature and pH of the 

chemical reaction. 

NMR based methods can be used to study macromolecular interactions when the 

system under observation exchanges between two or more distinct magnetic 

environments, which is referred to as chemical exchange. The contribution to the 

chemical exchange could be due to intramolecular exchanges like local 

unfolding/refolding, side-chain motions, etc or intermolecular exchanges like enzyme 

catalysis, ligand binding, etc. The NMR based methods can be used for observing the 

changes in the NMR signals due to kinetic processes under dynamic equilibrium, where 

the exchange is happens to take place at a noticeable rate even though there is no net 

reaction. This is possible to observe because NMR detects the molecular motions rather 

than the individual number of molecules in different states. 

Often from understanding systems under equilibrium, NMR based methods can 

be utilized to obtain kinetic information from transient chemical reactions. The system 
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can be brought to a non-equilibrium point and monitored while it reaches its equilibrium 

state as a function of time. 

A generalized theory on chemical reaction rates, kinetics and its detection using 

NMR based methods are described below. This description covers the theory on the 

applicability of NMR based methods on systems under non-equilibrium and equilibrium 

conditions. 

GENERALIZED DESCRIPTION OF REACTION AND KINETICS 

Most macromolecular interactions involve two or more molecules to interact with 

each other, in order to generate appropriate cellular response. Most biological reactions 

observed in nature are reversible and the different molecules interconvert to exist under 

dynamic equilibrium. Sometimes the concentrations of one of the macromolecule could 

influence the fate of another molecule that is connected via a network of chemical 

reactions. So it is important to quantitatively analyze these dynamic reaction networks 

revealed by the kinetic rate constants governing their inter-conversion rates to get some 

insights into their cognate cellular function. 

In order to describe reaction networks in classical kinetics, let us consider a 

system consisting of J molecular species Aj involved in L forward and backwards 

reactions. The forward and backward reactions are considered separate because the rates 

could be different under non-equilibrium conditions. The stoichiometry of the reaction 

can then be formulated by 2L series of linear equations explicitly given by 

0   Aυ AυAυ

                                                      

0    Aυ    Aυ   Aυ

0    Aυ    Aυ   Aυ

JJ,2L22,2L11,2L

JJ2222112

JJ1221111






   (2.1) 
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where forward reactions are depicted by l=1, 2, … , L, backward reactions are given by 

l=L+1, L+2, ... , 2L and the stoichiometric coefficient involving the jth molecule in the lth 

reaction is denoted by νjl. These generalized stoichiometric equations can be rewritten in 

the matrix form as, 

   0NA 


     (2.2) 

where A


 is a row vector with Aj as its elements and N  is the stoichiometric matrix 

consisting of the coefficients of Aj in equation 2.1 as its elements. 
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For a reaction l, the reaction number ξl(t) gives the extent to which the reaction 

has progressed, and is the same as the weight per unit volume of the reactants that have 

reacted in time t to give the desired products. So a vector ξ(t) can be created comprising 

of 2L reaction number corresponding to 2L reactions. The time dependence of the 

concentration [Aj] is described by 

)()0]([)]([ tNAtA     (2.4) 

The rate of change of the concentration is then given by 

)()]([ t
dt

d
NtA

dt

d      (2.5) 

Since the forward and backward reactions are distinguished in this case, we can 

separate the stoichiometric matrix into sum of forward and backward matrices. The 

stoichiometric coefficients for the reactants are negative since they are consumed 

throughout the reaction and those for products are positive as they are continuously 

produced. The positive coefficients νjl
+ can be combined into a matrix N and the 
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negative coefficients corresponding to the magnitude |νjl
-| can be combined into a matrix

N , 

  NNN   `   (2.6) 

The rate of a reaction )(t
dt

d
l  depends on the concentrations [Aj] of J species, 

which can be expressed in the mass-action formalism. This reaction rate is determined 

mainly by rate constant kl of the reaction, concentration of reactants [Aj] and their 

stoichiometric coefficients 
jl  

 

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j
jll

jlAk
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d

1


    (2.7)

 

Upon the substitution of the above equation 2.7 into equation 2.5 we obtain a 

series of simultaneous nonlinear differential equations. An analytical solution is very 

tough to obtain unless a very simplistic system is under investigation, but normally 

numerical solutions have been calculated to yield the results for these differential 

equations. 

For a first-order reaction, the reaction rate ( jrdt

d  ) for production of Ar from Aj is 

directly proportional to [Aj] and given by, 

][ jjrjr Ak
dt

d
     (2.8) 

The rate of depletion of Aj is given by 
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The above equation 2.9 can be further simplified by defining the kinetic terms 

into a kinetic matrix. The kinetic matrix is composed of diagonal elements that are the 
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sum of all reaction rates from j to r and the off diagonal elements are made up kinetic 

term describing the r to j process. 

rjjr kK  , jr   and 



jr

jrjj kK     (2.10) 

For a first-order reaction process, Eq 2.9 leads to a much generalized form  

][][ AKA
dt

d
       (2.11) 

whose solution is readily given by 

)0]([)]([ AetA tK      (2.12) 

 

EXCHANGE IN SYSTEMS WITHOUT SPIN-SPIN COUPLING 

For the spin systems without spin-spin coupling, the chemical exchange effects 

are described by modified Bloch equations, also known as McConnell equations. The 

McConnell equations for first-order exchange reactions and single spin systems involved 

in higher order reactions are described below. 

The magnetization (Mj) of a spin system consisting of j chemical species follows 

the Bloch equations (62, 63) in the absence of chemical reactions. 
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  (2.13)
 

where γ is the gyromagnetic ratio of the observed species, σj is the chemical shielding 

constant and the jR  is the relaxation matrix, 
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When there is a chemical reaction between J species, the magnetization is 

transferred between the different species giving rise to additional kinetic term in the 

Bloch equations (62, 63). Thus, 

)()}()({)()()1()( 0 tMKtMtMRtBtMtM
dx

d
r

r
jrjjjjjj    (2.15) 

where K  is the kinetic matrix with elements consisting of Kjr, which are connected to the 

chemical rate constants krj using Eq. 2.10. The z-magnetization at magnetic equilibrium 

Mjo(t) is proportional to the concentration [Aj](t) 
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During the course of the free precession periods, chemical reaction processes 

generally occur in the absence of r.f. fields and is observed in one- and two- dimensional 

Fourier spectroscopy. The evolution of transverse and longitudinal magnetization during 

these intervals can be described (50) in the rotating frame with frequency ω, 

    
r

rjrjjjj MKMiRM
dt

d
,2    (2.17) 
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where the transverse magnetization is represented by jyjxj iMMM  , and the 

chemical shift frequency is 0)1( Bjj   . The magnetization components, 
jM , 

0jM  and jzM can be combined into a matrix form represented by the magnetization 

vectors M , zM and 0M , 
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The last term in the previous equation disappears in chemical equilibrium whose 

details are described below. The term trL and loL describe the chemical shift, relaxation 

and kinetics of the processes being observed. 

 iKRL trtr      (2.21) 

KRL lolo       (2.22) 

where the diagonal elements of the chemical shift matrix ( ) correspond to the chemical 

shifts of J individual states Ωj. Similarly the transverse relaxation matrix ( trR ) is only 

made up of diagonal elements which are represented by jijijtr RR ,2,  . The longitudinal 

relaxation matrix ( loR ) consists of diagonal elements representing longitudinal relaxation 

of individual states and the off-diagonal elements represent the cross-relaxation between 

nuclei of different species. In a system consisting of J components and undergoing 

chemical reactions in the first-order, the evolution of transverse magnetization in the 

matrix form is given by 
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Such parallels to the longitudinal magnetization can also be made using the 

equations 2.20 and 2.22. For a system that is not in equilibrium the time dependence of 

equilibrium magnetization joM  connected to Aj species is directly proportional to the 

concentration [Aj]. On the other hand for the systems in dynamic equilibrium the 
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equilibrium magnetization M0 is zero since there is no net concentration change, thus 

reducing the equation 2.16 to 

lololo MLM
dt

d
      (2.24) 

where 0MMM lolo   that represents the variation in the Boltzmann distribution of 

nuclear polarizations in a system under equilibrium. 

 

HIGHER-ORDER EXCHANGE WITHOUT SPIN-SPIN COUPLING 

The various chemical reactions under investigation using NMR methods might 

involve more than one reactants whose spins are uncoupled and could act as tracers under 

different molecular environments. In the case of only one nuclear spin, let us assume that 

the pathway involves J molecular events and the reaction rates are given by krj for 

conversion of Ar to Aj. A schematic representation of such a scheme is described below 

 

 

In the perspective of the tracer nucleus, the reaction seems to be similar to first-

order reaction with an exception that the reaction rates are expressed as derivatives of 
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reaction numbers that are dependent on concentrations of various macromolecules 

involved in the reaction. This can be numerically calculated by solving a series of 

simultaneous equation as described in equation 2.1. 

Kinetic rate constants krj(t) can be derived by dividing the reaction rates )(t
dt

d
rj  

by the concentration of reactants [Ar](t) 
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We have similar first-order formalism for the kinetic matrix as in equation 2.10, 

which is now dependent on time. This leads to partial differential equation describing the 

fate of transverse and longitudinal magnetization (11, 64), 
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These equations are similar to the equations 2.19 and 2.20, but now the trL and 

loL  are dependent on time. But when a system is under equilibrium, the concentrations 

and the reaction rates do not change with time, and a time-independent kinetic matrix is 

obtained. The magnetization behavior is very similar to first-order reactions (as in Eq. 

2.19 and 2.20) and hence NMR based methods can be used for reactions of higher order 

as long as only one spin system is involved. 

 

CHEMICAL EXCHANGE FOR A TWO STATE SYSTEM 

In order to understand the effects of chemical exchange on NMR spectroscopy let 

us consider a simple two-state (A and B) first order exchange process involving one spin 

system, where the exchange between the two different magnetic environments separated 
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with resonance frequency Δυ occurs with a rate constant of k1 for forward and k2 for 

backward reactions. In the following two-state reaction under equilibrium, the spin in 

species A is transferred to species B and vice versa due to chemical reaction. This could 

also involve other species (C1 and C2) that are not under observation. 

 

For this system the modification of the Eq. 2.23 can be done to describe the 

population of individual species in terms of kinetics, 

  (2.28) 

In these matrices the rate expressions for the species [C1](t) and [C2](t) were 

ignored as the spin of interest in not contained in these species. The extension of Eq. 2.26 

and 2.27 can be done for this simple two state system to describe the evolution of both 

longitudinal and transverse magnetization (63). 
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Here the rate matrix for describing the longitudinal magnetization is given by 
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whose eigenvalues can be calculated to be 
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The time course of the magnetization is given by 
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where components of rate matrix is analytically calculated (50) 
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(21) When the initial perturbation is nonselective, AAz pM  , and BBz pM  , , 

where pA and pB are the population of individual states A and B. When R1,A=R1,B=R1, the 

longitudinal magnetization time dependence is given by following equations  

Figure 2.1: NMR technique to analyze slow exchanging systems (A) Pulse sequence of 
conventional z-exchange experiment to study systems under slow exchange (21) (B) 
Schematic diagram of the fate of magnetization during a z-exchange experiment 

A B 

(ref. 21) 
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So when the exchange rate is slow (k << 2π Δυ) we observe two distinct signals 

arising from individual states (A and B). The z-magnetization for a two-site exchanging 

system can be monitored using z-exchange experiment (21) whose pulse sequence is 

shown in figure 2.1(A). In this experiment the magnetization is initially transferred from 

the amide proton to the nitrogen during the t1 period and then converted to Nz 

magnetization. Due to the dynamic exchange between the states A and B the 

magnetization is transferred between the two states during the ‘T’ mixing period. During 

this mixing period, if the nuclei experiences different magnetic environment due to 

exchange between the two or more states it gives rise to exchange cross-peaks. The 

magnetization is transferred back to proton for detection. Four peaks emerge from this 

experiment as shown in figure 2.2(B), two auto peaks AA (Ωa
N, Ωa

H) and BB (Ωb
N, Ωb

H) 

and two exchange cross-peaks AB (Ωa
N, Ωb

H) and BA (Ωb
N, Ωa

H). The intensities of these 

signals evolve as described in Eq. 2.33. 

The rate matrix for describing the transverse magnetization is given by 
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whose eigenvalues can be calculated to be 
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The time course of the magnetization is given by 
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where (50) 
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In the NMR experiment we observe the Fourier transform of )()( tMtM BA
  . The 

real part of the eigenvalue corresponds to the apparent transverse relaxation rate and the 

imaginary part corresponds to the apparent chemical shift. For simplicity, we assume 
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where Δω = ΩA-ΩB. 

When the exchange rate is slow (kex << 2π Δυ) the off diagonal terms in Eq 2.34 

can be neglected and the magnetic components for each of the states evolve independent 

of each other. These magnetizations are given by (11, 64) 
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The observed magnetization )()( tMtM BA
   thus gives rise to two peaks at 

positions ΩA and ΩB but the linewidths are no longer determined by just R2,A and R2,B, 

but rather the chemical exchange broadens the peaks where the linewidths (using Eq 

2.29) for states A and B are given by R2,A+k1 and R2,B+k2 respectively. This also suggests 

that the two peaks for states A and B broaden differently. 

When the exchange rate is fast (kex >> 2π Δυ) the observed magnetization 

)()( tMtM BA
   is positioned at the population average precession frequency. The 

evolution of the magnetization (51) for this system is given by 
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In the case of a fast exchanging system we have one peak at the average chemical 

shift, which is due to the rapid inter-conversion of molecules between states A and B and 

the magnetization arising from all the individual molecules are not dephased 

significantly. 

 

REAL-TIME KINETICS 

NMR methods have also been successfully utilized in the analysis of the kinetics 

of chemical reactions happening in real time. Sometimes the complex processes like 

protein folding need to be mechanistically understood with microscopic precision as 

subtle changes might not be visible in other spectroscopic methods. Initially there had 

been efforts to observe the low populated intermediates by novel hydrogen-deuterium 

NMR experiments. This gave very useful information on the solvent accessible amide 

hydrogens of the proteins by successively recording NMR spectra. The time required to 
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measure 1D NMR spectra is very small and continuous rapid acquisition of 1D spectra 

could reveal the details of the intermediates formed. Even though we gain so much 

information on the kinetics of the system under observation, the occurrence of 

overlapping signals could complicate the analysis. This complexity of overlapping NMR 

signals in 1D measurements can be solved by heteronuclear labeling of proteins like 13C 

and 15N in order to add additional dimension and resolution, but acquisition of signals in 

additional dimension increases the recording time for each NMR experiment. This 

problem has been addressed over the recent years by the development of fast data 

acquisition methods to rapidly record two-dimensional heteronuclear correlation spectra. 

When the chemical reactions measured using NMR is very slow the concentration 

of macromolecules can be assumed to be in steady-state where the concentrations are 

constant during the acquisition of NMR experimental data. This reduces the Eq. 2.26 and 

2.27 in the same form as Eq. 2.19 and 2.20 by the formation of time-independent terms. 

So in a NMR based experiment on a system where the inter-conversion between the 

different states is very slow, the magnetization is transferred to each individual state 

populated during the period of the experiment. These magnetizations lead to observing 

signals arising from individual states assessed by the system during the NMR experiment. 

For a bimolecular reaction where two components react to produce the desired product, 

rapid acquisitions of NMR based methods like HSQC and TROSY can reveal the signals 

corresponding to the reactant and the product populations just like any other biophysical 

method used to monitor individual populations of reactants and products. A series of 

rapid 2D NMR experiments can be performed sequentially to not only obtain the kinetics 

of conversion of reactants into products, but also gain insights into the structural changes 

accompanying the reaction. 
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We now possess a wide variety of NMR tools to analyze biological processes 

happening in the microsecond (µs) to hour timescales along with acquiring structural 

information. Taking advantage of these NMR experiments, we can study a wide range of 

processes happening in the biological systems like side chain motions, domain motions, 

folding/unfolding of proteins, conformational change, ligand binding, enzyme kinetics, 

etc. Now that we have the biophysical tools to observe complex macromolecular 

processes, we here tackle challenging biological problems in nature that can give us 

insight into their functions and mechanisms. 
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*CHAPTER III 

TRANSLOCATION OF HOMEODOMAIN BETWEEN TARGET 
SITES ON DIFFERENT DNA MOLECULES 

INTRODUCTION 

The fast and efficient target gene location is constantly being carried out by DNA 

binding proteins in an ocean of obstacles and non-specific sites, for the proper 

functioning of living organisms. It is known that the DNA binding proteins efficiently 

translocate and locate their cognate sites in a matter of seconds (65). The presence of 

some kinetic shortcuts has been proposed by theoreticians in the target location process, 

to account for such speeds of translocation. Complementing other biophysical approaches 

to study protein- DNA interactions, nuclear magnetic resonance (NMR) methods have 

been used to study the different modes of translocation taken by human transcription 

factor HoxD9 homeodomain (6, 12) during target search. The translocation of HoxD9 

homeodomain was reported (13) to be in the slow exchanging regime when the protein 

translocates between two DNA molecules containing the target site. Even though the 

presence of direct transfer of protein from one complex with DNA to another was 

observed using conventional NMR exchange spectroscopy, the height of the energy 

barrier that needs to be crossed during protein translocation between two cognate DNA 

molecules was still unknown. Conventional NMR methods limit its use in the 

measurement of translocation kinetics under broad ranges of temperature, which is 

required for obtaining the activation energy for this process. Hence there is a need to 

improve upon the conventional NMR approaches to study the kinetic shortcuts taken my 

DNA binding proteins during target search process. (20) 

                                                 
* This chapter is adapted from the paper published in Journal of American Chemical Society, (ref. 20) and 
the license of the use of content from the journal article is attached at the end of the thesis 
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NMR exchange spectroscopy (EXSY) is a powerful tool for studying dynamic 

processes in the slow exchange regime.  The methodology permits the determination of 

rate constants for both forward and backward reactions at equilibrium. Two-dimensional 

1H-1H EXSY experiments, first proposed by Jeener et al. in 1979 (50), have been 

extensively used for kinetic investigations of various chemical exchange processes 

involving small organic compounds (see Ref. (66) for a review). For macromolecules, 

1H-1H EXSY experiments are generally less suited since exchange and NOE peaks are 

present and may be difficult to separate owing to extensive chemical shift overlap (67, 

68). Exchange experiments involving heteronuclear longitudinal magnetization of 

product operator terms such as 2SzIz and Sz that only detect exchange processes were 

therefore proposed (21, 69, 70). z-exchange experiments based on heteronuclear 

correlation spectroscopy have been used for quantitative kinetic investigations of 

conformational exchange (69, 71-74), protein/RNA folding (21, 70, 75), and protein-

ligand interactions (12, 58, 76). 

In principle, activation energies can be obtained from the temperature dependence of 

the measured rate constants. For biological macromolecules, the available temperature 

range is limited owing to sample instability at high temperature and poorer quality 

spectra (i.e. extensive line-broadening) at low temperature owing to longer rotational 

correlation times. In this chapter, we demonstrate the utility of a 1H-15N TROSY-based z-

exchange experiment for quantitative determination of rate constants, which is suitable 

for both low temperature measurements and large molecular weight systems. The 

extension of a 1H-15N TROSY-based pulse scheme to a z-exchange experiment is non-

trivial since the simplistic incorporation of a z-mixing period following the t1 evolution 

period results in undesired buildup of spurious peaks owing to different relaxation rates 

for the Nz and 2NzHz terms. We have solved this problem by incorporating a scheme to 
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convert the Nz term into 2NzHz and the 2NzHz term into -Nz in the middle of the z-mixing 

period. This scheme has the additional benefit of simplifying the behavior of the 

magnetizations of these two terms in an exchanging system, allowing one to determine 

rate constants from the dependence of the auto- and exchange-peak intensities as a 

function of mixing time in the same way as for the conventional non-TROSY 15Nz-

exchange experiment. Because of line-narrowing arising from the use of TROSY-

principle (77), the quality of data obtained with the new pulse sequence at a low 

temperature is far superior to that for the conventional non-TROSY z-exchange 

experiment. The pulse sequence permits kinetic analysis over a wider range of 

temperature and is therefore suitable for the determination of activation energies for 

exchange processes involving biological macromolecules. 

The utility of the method is demonstrated by determining the activation energy for the 

translocation of the HoxD9 homeodomain from its specific target site on one DNA 

molecule to another. This exchange reaction involves direct transfer of the protein 

between DNA molecules without going through the intermediary of free protein and 

plays an important role in the target search process whereby a transcription factor locates 

its specific DNA target site (6, 12, 13). 

MATERIAL AND METHODS 

NMR sample 

2H-/15N-labeled HoxD9 homeodomain and double-stranded DNA duplexes (24 base 

pairs) were prepared as described previously (12, 77). The base sequence of one strand of 

DNA duplex a is 5’d-CACCTCTCTAATGGCTCACACCTG-3’ (with the homeodomain 

binding site underlined). The equivalent strand for DNA duplex b is identical except that 

the C•G base pair indicated in bold is replaced by an A•T base pair. The affinities of 
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HoxD9 for DNA duplexes a and b DNA are virtually identical.11  The NMR sample 

contained 0.7 mM 2H-/15N-labeled protein, 0.4 mM DNA duplex a and 0.6 mM DNA 

duplex b in a buffer comprising 10 mM sodium phosphate (pH 6.5), 40 mM NaCl, 0.4 

mM NaF (as an anti-bacterial agent) and 93% H2O/7% D2O. Under these conditions, all 

the protein is bound to DNA (either duplex a or b) and the molar ratio of the two 

complexes a and b is 2:3. Although a Tris•HCl buffer was used for the previous 

investigation (12), we used phosphate buffer for the present study since the pH of 

Tris•HCl is highly dependent on temperature. 

NMR spectroscopy 

All NMR data were recorded on the Varian NMR system operated at a 1H-frequency of 

800 MHz.  The TROSY-based z-exchange 1H-15N correlation experiments (Figure 1A) 

were carried out at 8, 15, 20, 30 and 35 ˚C.  Data with eight different mixing times 

between 0.02 s and 0.65 s were acquired in an interleaved manner.  Sixteen scans were 

accumulated per FID, and the maximum values of t1 and t2 were 67 ms and 54 ms, 

respectively, yielding a measurement time of about 23 hours. All other details of the 

NMR experiment are described in the caption to Figure 3.1. For comparison, 15Nz-

exchange 1H-15N correlation spectra (21) were collected at 8 and 20 ˚C using the same 

number of scans, data points and spectral widths as those used for the TROSY-based z-

exchange experiment. NMR data were processed using NMRPipe (78) and the spectra 

were analyzed using NMRView (79). The rate constants were obtained by best-fitting the 

intensities of auto- and exchange peaks as a function of mixing time by numerically 

integrating the McConnell equations (cf. Eq. 9) and optimizing the unknown parameters 

(rate constants, spin-latice relaxation rate and scale factors) using the program 

FACSIMILE (80) as described previously (12, 67, 68). 
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Figure 3.1. Pulse sequences for TROSY-based z-exchange spectroscopy. (A) Pulse sequence for the 
TROSY-based z-exchange 2D 1H-15N-correlation experiment incorporating the S-scheme to suppress 
the buildup of spurious semi-TROSY peaks during the mixing period. Thin and bold bars represent 
90˚ and 180˚ pulses, respectively. Unless indicated otherwise, pulse phases are x. 1H pulses 
represented by short bold bars are soft rectangular 90˚ pulses selective to water (1.2 ms).  The delay  
is set to 2.7 ms. The S-scheme (colored in green) is applied in the middle of the z-mixing period T to 
convert Nz into 2HzNz and 2NzHz into -Nz terms.  For Varian spectrometers, the phase cycles are as 
follows: 1 = {x, -x, y, -y}; 1 =-y; 2 = {2(x, -x, y, -y),2(-x, x, -y, y)}; 3 = {-x, x, -y, y}; 4 = {y, -y, 
-x, x}; 5 = {4x, 4(-x)}; 2 = {4(-y), 4y}; rec. = {x, -x, y, -y, x, -x, -y, y, -x, x, -y, y, -x, x, y, -y}.  For 
Bruker spectrometers, y and –y should be swapped for the 1 and receiver phases. The difference in 
phases required for the two spectrometer systems is due to the fact that the manner used to shift phase 
for positive and negative gyro-magnetic nuclei is instrument dependent, as noted previously in the 
literature (79-81). Quadrature detection in the t1 domain was achieved using States-TPPI, 
incrementing the phase 1. Amplitudes and lengths of pulse field-gradients were as follows: g1, 8 
G/cm, 1.0 ms; g2, -19 G/cm, 1.7 ms; g3, -19 G/cm, 1.0 ms; g4, 8 G/cm, 0.6 ms; g5, 12 G/cm, 0.7 ms; 
g6, 12 G/cm, 0.6 ms; g7, 15 G/cm, 0.7 ms. The rate constants for exchange were determined from the 
intensities of the exchange- and auto-peaks recorded in a series of 2D spectra with different values of 
T.  (B) Simplistic version of a TROSY-based z-exchange experiment without incorporation of the S-
scheme. Phase 2 is {4(y), 4(-y)} for the TROSY-selection; other phases are as in (A).  The pulse 
sequence of panel B was used for Figure 2C but in practice is not suitable for quantitative applications 
(see text). For each pulse sequence, the consequences of the phase cycles employed were analyzed 
with the program POMA (78) for both 1Hz- and 15Nz-derived magnetizations. 
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THEORETICAL CONSIDERATIONS 

First, we consider the behavior of the components of z-magnetization during the 

mixing period for a non-exchanging 15N-1H spin system. At point a in the pulse scheme 

depicted in Figure 3.1A, two product operator terms 2NzHz and Nz are present as a result 

of J-evolution during the t1 evolution period. Assuming that cross-relaxation between Hz 

and Nz terms is negligible, the behavior of the 2NzHz and Nz terms during the period 

between points a and b is given by: (85, 86) 

 

                       (3.1), 

 

where Rzz and Rz are relaxation rates for the 2NzHz and Nz terms, respectively, and z is 

the rate for cross-correlation between these terms. Rzz is significantly larger than Rz owing 

to 1H-1H dipolar interactions. The magnetization of each term in Eq. 3.1 is the average for 

the phase cycle alternating signs of z-magnetization, and <Nz>(∞) = 0 instead of the 

Boltzmann magnetization (87). An analytical solution for Eq. 3.1 can readily be obtained 

using standard procedures (such as that given in Ref. (88)):  

 

                 (3.2), 

 

where the elements of P(t) are as follows: 
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In Eqs. 3.3-3.5, the rates - and + are given by   0.5 Rzz  Rz  Rzz  Rz 2  4z
2


, 

and the coefficients  and  are given by   0.5 1 (Rzz  Rz) /(  )  and 

  0.5 1 (Rzz  Rz) /(  ) , respectively. 

The simplest way to incorporate a z-mixing period into the TROSY-based 1H-15N 

correlation experiment is shown Figure 1B but is problematic owing to the buildup of 

spurious semi-TROSY cross-peaks at (15N, 1H) = (N+|JNH|, H+|JNH|) arising from 

imbalance in the 2NzHz and Nz terms upon increasing the mixing time T. Considering the 

phase cycle for TROSY-selection, the intensities of the TROSY cross-peak at (N-|JNH|, 

H+|JNH|) and the spurious semi-TROSY cross-peak at (N+|JNH|, H+|JNH|) can be 

calculated as function of mixing time T using Eqs. 3.2-3.5 (Figure 3.2A).  The simulation 

indicates that the two cross-peaks are of opposite sign and the signal at (N+|JNH|, 

H+|JNH|) can only be suppressed when T = 0 or Rzz = Rz (which is not possible even for 

deuterated proteins). The buildup of the negative cross-peaks at (N+|JNH|, H+|JNH|) is 

clearly seen in the experimental spectra (Figure 3.2C) recorded using the pulse scheme of 

Figure 3.1B.  

To solve this problem, we introduce a scheme, hereafter referred to as the S-scheme, 

that converts 2NzHz into -Nz magnetization and Nz into 2NzHz magnetization in the middle 

of the z-mixing period and accordingly alter the phase cycle for the TROSY-selection 

(Figure 3.1A). In this case, the magnetization at the end of the z-mixing period (point d in 

Figure 3.1A) is given by: 
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        (3.7), 

 

where the coefficient f represents a scaling factor to account for relaxation during the S-

scheme, and using Eqs. 3.3-3.5: 

  

  (3.8) 

 

 

Note that the two terms decay in a single-exponential manner with identical 

relaxation rate R =(Rzz+Rz)/2. Since imbalance between the Nz and 2NzHz terms does not 

occur in this case, the semi-TROSY component does not buildup even at long z-mixing 

times T (Figure 3.2B). In addition, the process is independent of the cross-correlation rate 

z.  

Next, we consider for the S-scheme the effect of slow exchange between two 

states a and b with rate constants kab and kba for the ab and ba transitions, 

respectively. Since the signal decays in a single exponential manner (cf. Eq. 3.8), one 

would expect that the mixing time-dependence of the auto- and exchange-peaks can be 

described by the McConnell equations (63) for longitudinal magnetization: 

 

            (3.9), 

 

where M represents the signal intensities of the TROSY-components. Numerical 

calculations indicate that this is indeed correct as shown below. Strictly speaking, the 

overall behavior of the z-magnetization terms for the two-site exchange system is given 

by: 
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Figure 3.2. Suppression of spurious semi-TROSY peak buildup by the S-scheme placed in the 
middle of the z-mixing period. Simulated time courses (A) without and (B) with the S-scheme. Eqs. 
3.2-3.5 are used for the former and Eqs. 3.6-3.8 for the latter and correspond to the pulse schemes 
shown in Figures 3.1B and A, respectively. Parameters used for these simulations were Rzz=4.8 s-1, 
Rz=0.8 s-1 and z=0.5 s-1. The phase cycles for TROSY-selection for each experiment were taken into 
consideration in the simulations. Experimental TROSY-based z-exchange 1H-15N correlation spectra 
measured at 20 °C on 2H/15N-labeled HoxD9 homeo-domain complexed to the 24 bp DNA duplex a 
recorded (C) without and (D) with the S-scheme using the pulse sequences shown in Figures 3.1B 
and 3.1A, respectively. Positive and negative contours are displayed in black and red, respectively. 
Slices along the 15N-dimension of the spectrum recorded with a mixing time T = 0.4 s at the positions 
indicated with black arrows are also shown.  The appearance of spurious semi-TROSY peaks in the 
spectra recorded without the S-scheme is due to imbalance between the 2HzNz and Nz terms arising 
from their different relaxation rates.
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Figure 3.3 shows the time-courses for the auto- and exchange-cross peaks 

simulated using either Eq. 3.9 (dashed lines) or Eqs. 3.10-3.12 (solid lines). Although Eq. 

3.9 is much simpler, the results are identical and independent of the cross-correlation 

rates. Thus, the S-scheme pulse sequence shown in Figure 3.1A permits quantitative 

determination of rate constants using the same calculation approach as that used for the 

conventional non-TROSY 15Nz-exchange experiment. 
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RESULTS AND DISCUSSION 

 
We used the TROSY-based z-exchange experiment to study the temperature 

dependence of the kinetics of translocation of the homeodomain transcription factor 

HoxD9 from a specific target site on one DNA molecule to the specific target site on 

another DNA molecule using the ‘mixture approach’ employed in our previous studies 

(6, 12, 13). In this approach three macromolecular components are mixed together: 

2H/15N-labeled HoxD9 homeodomain, and two 24-bp DNA duplexes a and b (Figure 

3.4A).  The two DNA duplexes a and b are identical except for a single base pair 

mutation immediately adjacent to the central 6 base-pair specific target site and the 

Figure 3.3.  Simulations of time-courses of auto- and exchange-peak intensities for the TROSY-
based z-exchange experiment with the S-scheme. Two panels show results of simulations 
employing different set of kinetic rate constants (A, kab = 1.5 s-1 and kba = 1.0 s-1; B, kab = 15.0 s-1 
and kba = 10.0 s-1). The other parameters employed in each calculations are as follows: = 4.8 s-1, 

= 0.8 s-1, = 0.5 s-1,  = 3.0 s-1, = 0.5 s-1, and = 0.3 s-1. The solid magenta lines are 

calculated with Eqs. 3.10-3.12 for (aa) auto- and (ab) exchange-peaks, whereas the dotted 
black lines are obtained using Eq. 3.9.  For all examined values of the parameters Rzz, Rz, z, kab 
and kba, the results from Eqs. 3.10-3.12 were found to be identical with those with Eq. 3.9. Thus 
rate constants can be obtained in the same way as that for the conventional non-TROSY z-
exchange experiment. 
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affinities of HoxD9 for the two duplexes are virtually identical (12). For some residues, 

the chemical shifts of the 1H-15N correlation cross-peaks arising from the two complexes 

are slightly different owing to the difference in DNA sequence, thereby permitting us to 

study the kinetics of the exchange reaction in which the homeodomain is transferred from 

one DNA molecule to another. Previous studies have shown that at high concentrations of 

free DNA (>10-6 M) intermolecular translocation of the HoxD9 homeodomain takes 

place predominantly through a direct transfer mechanism rather than via a two-step 

mechanism involving dissociation of the protein into free solution followed by re-

association (12). Direct transfer, also known as ‘inter-segment transfer’, is a second-order 

reaction in which collision between the protein-DNA complex and free DNA mediates 

intermolecular translocation (35-37, 89, 90). As described previously (12), the behavior 

of longitudinal components of the magnetization for the direct transfer process can be 

described by Eq. 3.9, in which the apparent translocation rate is given by the product of 

the second-order rate constant for direct transfer and the concentration of free DNA. 

Under the present experimental conditions, translocation of HoxD9 between the two 

DNA duplexes a and b is in the slow exchange regime. Figure 3.4B shows the auto- and 

exchange-peaks arising from the backbone amide group of Arg-5 at 20 ˚C at three mixing 

times (20, 54 and 146 ms) using the TROSY-based z-exchange 1H-15N correlation 

experiment. The exchange peaks are apparent in the spectra recorded with the two longer 

mixing times. Using data collected at eight different mixing times, we were able to 

determine the translocation rates by non-linear least-squares fitting to the experimental 

time dependence of the exchange and auto-peak intensities. 
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Comparison of TROSY-based and non-TROSY Nz-exchange experiments.  

Data on the same sample were collected at 20°C using the conventional non-TROSY 

15Nz exchange experiment (21) to compare the reliability of the rate constants derived 

from the non-TROSY and TROSY-based pulse sequences. As is evident from Figure 3.5, 

the time-courses for the auto- and exchange-peak intensities observed for the two 

experiments appear to be quite different.  This is simply due to the fact that the apparent 

longitudinal relaxation rate during the mixing period is faster for the TROSY-based z-

exchange experiment due to the 50% contribution from Rzz (see Eq. 3.8). However, the 

protein translocation rates, kab and kba, determined by least-squares analysis using Eq. 3.9 

Figure 3.4. Intermolecular translocation of HoxD9 between specific sites located on different DNA 
duplexes. (A) The system studied: the NMR sample contains three macromolecular components: 
the 2H/15N-labeled HOXD9 homeodomain, and two 24-bp DNA duplexes a and b. Red (C•G) and 
green (A•T) represent the base pair at position 8 that is different between DNA duplexes a and b. 
(B) Auto- and exchange peaks arising from the backbone amide group of Arg-5 observed in the 
TROSY-based z-exchange experiment recorded with three different mixing times T.  The spectra 
were obtained at 20 °C. 
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are identical within experimental error for the two experiments (Figure 3.5). This 

observation provides experimental confirmation that the TROSY-based and conventional 

non-TROSY z-exchange experiments can be analyzed in the same way.      (21) 

The lineshapes of the auto- and exchange- peaks in the TROSY-based z-exchange 1H-

15N correlation experiment are significantly narrower than those in the 15Nz-exchange 

experiment, which is especially advantageous at low temperature and high magnetic 

field. This is clearly illustrated in Figure 3.6 which provides a comparison of the two 

experiments for the auto- and exchange-peaks of the backbone amide group of Thr-9 

measured at 8 °C and a 1H-frequency of 800 MHz (with a mixing time of 0.38 s). In the 

case of Thr-9 the 1H- and 15N-chemical shift differences between complexes a and b are 

relatively small. As a result the auto- and exchange-peaks of Thr-9 are not resolved in the 

Figure 3.5. Comparison of (A) the conventional non-TROSY 15Nz-exchange experiment (21) and 
(B) the present TROSY-based z-exchange experiment for quantitative evaluation of rate 
constants. The experimental intensities for the auto- and exchange-peaks of  Arg-5 (20 °C) as a 
function of mixing time together with the best-fit theoretical curves obtained by non-linear least-
squares optimization are shown (black, aa; red, bb; green, ab; blue, ba).  The values of 
kab and kba obtained are displayed in the figures and are identical within experimental error for 
the two experiments. The longitudinal relaxation rates for complexes a and b were assumed to be 
identical. The values of the relaxation rates were calculated to be = 2.8 s-1 for the TROSY-based 
z-exchange experiment and Rz = 0.8 s-1 for the conventional non-TROSY 15Nz-exchange 
experiment. 
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conventional non-TROSY 15Nz-exchange (Figure 3.6A) but are clearly resolved in the 

TROSY-based z-exchange experiment due to the better lineshapes (Figure 3.6B). Thus, 

the TROSY-based z-exchange experiment is useful for kinetic analysis either at low 

temperature and/or for a large molecular weight systems.  

 

 

 

 

Determination of the activation energy for intermolecular translocation of HoxD9 
between specific sites on different DNA molecules 

 

Using the TROSY-based z-exchange experiment, we measured the translocation rates 

at 8, 15, 20, 30 and 35 °C. The translocation rates at 8 ˚C were ~15 fold slower than those 

at 35 °C. Figure 3.7A shows Eyring plots of the temperature-dependence of the 

translocation rates kab and kba. The activation enthalpy (∆H‡) and entropy (∆S‡) were 

determined using the Eyring equations ( RShkRTHTk ‡
B

‡ //ln//ln  , where 

Figure 3.6. The TROSY-principle improves separation of auto- and exchange-peaks at low 
temperature. Signals from Thr-9 obtained at 8 ˚C with (A) the conventional non-TROSY 15Nz-
exchange experiment5 and (B) with the TROSY-based z-exchange experiment (Figure 1A) using 
the same mixing time (T = 0.38 s) are displayed. Data were measured using the same digital 
resolution and processed in an identical manner. 
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kB is the Boltzmann constant; h, Planck's constant; and R, the gas constant), The obtained 

values were ∆H‡ = 17.1 ± 1.0 kcal•mol-1 and ∆S‡ = 3.7 ± 3.4 cal•mol-1•K-1 for the 

translocation from DNA a to b; ∆H‡ = 17.3 ± 1.6 kcal•mol-1 and ∆S‡ = 3.9 ± 5.6 cal•mol-

1•K-1 for b to a. Since activation free energies at 298 K ( ‡
298KG ) are calculated to be 16 

kcal•mol-1, the energy barrier for protein translocation between DNA molecules is 

primarily enthalpic in origin. 

(91, 92) 

It is interesting to compare the energetics of translocation with those for the 

dissociation process from the bound state to the free state. The free energy difference 

between the two states (∆Gd) can be calculated from the equilibrium dissociation 

constant. For the specific interaction between the HoxD9 homeodomain and the 24-bp 

DNA duplexes containing the specific target sequence, ∆Gd at 298 K is calculated to be 

12 kcal/mol. The rate constant koff for dissociation of HoxD9 from its specific DNA site, 

Figure 3.7. Energetics of translocation of HoxD9 between specific sites on different DNA 
molecules. (A) Eyring plots of the translocation rates measured at 8, 15, 20, 30 and 35 °C (kab, 
black; kba, magenta). The activation enthalpy (∆H‡) and entropy (∆S‡) were determined using the 
Eyring equation (see text). (B) Schematic diagram comparing the energetics of translocation (red) 
and dissociation (see text). Blue arrows represent the intermolecular translocation process 
characterized in the present study. The enthalpy for breaking all intermolecular hydrogen bonds 
(~30 kcal/mol) was estimated from the crystal structures of two highly homologous 
homeodomain-DNA complexes (PDB codes 1IG7 (89) and 9ANT (88) ).
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determined from gel shift assays, is 0.01 s-1 (93). From this value and the equation 

koff  kBT /h exp{Gd
‡ /(RT)}, the activation free energy for the dissociation process (

Gd
‡ ) is estimated to be 20 kcal/mol. Thus, the energy barrier for translocation through 

the direct transfer mechanism (12) is significantly lower than that for dissociation. A 

schematic comparison of the energetics of translocation and dissociation is shown in 

Figure 3.7B.  

 

CONCLUDING REMARKS 

In this chapter, we have presented TROSY-based z-exchange spectroscopy for 

quantitative measurement of rate constants for a system in the slow exchange regime 

(20). The TROSY-based z-exchange experiment presented here permits quantitative 

determination of rate constants in the same manner as that employed for conventional 

non-TROSY exchange experiments. Because of the use of the TROSY principle, kinetic 

measurements are feasible over a wider range of temperatures and for larger molecular 

weight systems than was heretofore possible, thereby making feasible analysis of 

activation energies for biologically important processes involving macromolecules. 

We now possess a very powerful NMR based tool to analyze the kinetics of 

biological processes in the slow exchanging regime. This adds to the arsenal of 

biophysical approaches to analyze the kinetics of biological processes happening in 

various time scales. Since these biophysical approaches have been extensively used to 

obtain relevant kinetic rate constants for biological processes, there is need to build a 

generalized N-state model to check for the accuracy of the macroscopic rate constants 

and the validity range of these NMR based approaches. 
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CHAPTER IV 

COMPUTATIONAL VALIDATION OF NMR BASED 
APPROACHES FOR INVESTIGATING THE KINETICS OF 

PROTEIN TRANSLOCATION ON DNA 

INTRODUCTION 

The DNA binding proteins need to efficiently find their target site among an 

enormous ocean of nonspecific DNA efficiently in order to produce proper cellular 

response to external stimuli. The DNA binding proteins exploit some kinetic shortcuts 

during target search and this process of translocation happens very fast, in a matter of 

seconds (65) and. The process of target location of a protein translocating on DNA is 

greatly enhanced by mainly combination of these three processes, namely, sliding or one-

dimensional diffusion, dissociation followed by re-association, and inter-segment 

transfer. In order to study the different modes of translocation, a few biophysical methods 

have been developed like nuclear magnetic resonance, Förster resonance energy transfer 

(FRET), fluorescence intensity/anisotropy and single molecule fluorescence based 

approaches. 

Since the different modes of protein translocation differ from each other in terms 

of kinetics, careful kinetics experiments have been employed to delineate the role of each 

mode in facilitated target location. The direct observation of protein translocation on 

DNA has been made possible by some innovative single molecule experiments (reviewed 

in (8, 10)) that show the importance of non-specific sites on DNA and one-dimensional 

sliding process. Bulk measurements using fluorescence based methods have been used to 

study the dissociation followed by re-association processes which is limited by the 

slowest process i.e. dissociation. The role of intersegment transfer or direct transfer has 
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been very poorly understood until the development of new NMR based methods to 

directly observe this mechanism. This mechanism is very relevant in the facilitated target 

search process applicable to cases involving high concentrations of DNA as inside the 

cells, where protein is mostly bound to DNA and the transfer from one portion of DNA to 

another is feasible. In order to study the intersegment transfer of protein between DNA 

molecules the “mixture approach” was used. The NMR based mixture approach is 

performed in a sequence of three steps, the first two involve the individual mixture of 

protein with two different DNA molecules where some residues show slightly different 

chemical shifts owning to slight differences in hydrogen bonding with DNA. The third 

step involves mixture of protein with 1:1 mixture of both DNA molecules, which could 

lead to either of these scenarios. If the system is in a slow exchanging regime, we observe 

two sets of signals where z-exchange methods can be implemented to determine the 

translocation rate constants (12, 20). If the system is in the fast exchange regime, we 

observe one signal at the population average position where Lorentzian line-shape fitting 

can be employed to determine the translocation rate constants (6).  

Our current work involves the validation of the recent structural and kinetic 

characterization of homeodomain translocating between two nonspecific DNA molecules 

(6) and also two cognate DNA molecules (12, 20). In the case of HoxD9 homeodomain 

translocation between two non-specific molecules, the experimental approach makes use 

of Lorentzian line-shape fitting (6) along with Reuben and Fiat approximation (51) valid 

only for two-state exchange process, to describe the complex translocation process. In 

order to build a theoretical model to describe these NMR based experiments we here 

developed a generalized N-state model using McConnell equations (63, 94) along with 

Kramers theory (95). The different translocation mechanisms were considered separately 

in the kinetic matrix (see Chapter 2 for details) used in the McConnell equations. When 
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the protein is bound to different sites on the same DNA molecule there could be the 

possibility of multiple microstates, which is not taken into account while using the 

simplistic Reuben and Fiat approach (6, 51). Hence, there is a need for the judicious 

assessment of this NMR based experiment to determine the rate constants for 

translocation between nonspecific DNA molecules. 

In the case of HoxD9 homeodomain translocating between two cognate DNA 

molecules, the NMR based mixture approach lies in the slow-exchanging regime as 

discussed in the previous chapter. Just like the previous case microstates could exist on 

individual DNA molecules and this could have impact on the precision of the measured 

apparent macroscopic kinetic rate constant for intersegment transfer. Hence we also need 

to assess the accuracy of the intersegment transfer rate constant for HoxD9 homeodomain 

translocating between two cognate DNA molecules determined by the DNA 

concentration dependent z-exchange experiment (96, 97). 

THEORETICAL CONSIDERATION 

Kinetics of protein translocation between two DNA molecules 

As has been stated earlier, the process of target location of a protein translocating 

on DNA is greatly enhanced by the combination of three individual processes (98, 99), 

namely, (i) sliding, (ii) dissociation followed by re-association, and (iii) inter-segment 

transfer (99, 100). Here we describe the theoretical consideration of this highly complex 

translocation process of protein between two DNA molecules. 

Let us consider that there are n states present on DNA-a and DNA-b where 

protein can bind and translocate. The number of states “n” on each DNA of length nDNA is 

defined by 2 * (nDNA  rsp 1), where rsp is the recognition region occupied by protein on 

DNA and this also includes two different recognition orientations of the protein bound on 
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DNA. For this theoretical calculation, we generalize our assumption for a N-state system. 

We consider there are N states on each DNA molecule (N=2*n, DNA-a and DNA-b 

combined) and one free state. The first N/2 states correspond to the states of protein 

bound on DNA-a, next N/2 states correspond to protein bound to DNA-b, and N+1th state 

corresponds to the free state. Thus all of the matrices are of the size N+1 by N+1. 

Here we make a safe assumption that our macromolecular translocation processes 

are governed by Kramers’ theory (95, 101, 102) of Brownian motions over potential 

barriers, thus defining the free energies for the potential barriers corresponding to the 

sliding process ( Gs
TS ), intersegment transfer process ( Gh

TS ) and dissociation and re-

association ( G free
TS ) of protein with DNA. The reaction rates used for chemical reactions 

are mostly based on transition state theory that is mostly valid for systems with low 

viscosity, thus making the Kramers’ theory more suitable for this case. Both theories 

depend on the boundaries dividing the initial and final states and only differ in their 

frequency factors. According to the Kramers’ theory, the populations and kinetic rates of 

individual sites are governed by the difference in free energies between the initial state 

and the potential barrier (95, 101, 102). In order to create a diverse energy landscape for 

the nonspecific sites, the free energies (Gi) for the ith (where i<N) states are normally 

distributed. The higher affinity to specific sites can be easily modeled (102), by using 

lower values of free energy (Gsp) compared to Gi. Most of the proteins are bound to the 

DNA under our experimental conditions (6, 12, 20), but a very small population of 

protein exists in the free state dominated by the values of kon and koff. 

This NMR based approach was used to determine the translocation kinetics of the 

facilitated target location of the protein on DNA, employed on a system under dynamic 

equilibrium (6, 96, 97). One of the direct consequences of using the Kramers’ theory on 

systems under equilibrium is that the kinetic rate constants are solely dependent on the 



 55

difference in the free energies between the transition state and the initial state, thus taking 

into account the detailed balance of all the elements involved while creating the kinetic 

matrices. 

Since the free energies are defined for individual states, we can obtain population 

of the ith state (102) by Q
RT

iG
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exp 



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   and the population of protein in free state is 
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 exp . Here N is 2*n for the mixture of two 

DNA and n for individual protein-DNA complexes. 

The kinetic matrix is defined by the sum of matrices referring to different 

translocation mechanisms such as sliding ( K intra
ab ), inter-molecular translocation ( K inter

ab ), 

and dissociation/association process ( K free
ab ).  

ab
free

ab
macro KKKK  ab

inter
ab
intra  

The process of intermolecular translocation enables the protein to move from one 

state on the DNA to another without the intermediate free-state, which is also sometimes 

referred to as “hopping” or “direct transfer”. Hence this matrix can be defined by the 

diagonal elements to be the outgoing components, which refers to the transfer from the ith 

state to all other N-1 states. Since the kinetic rate constant is dependent on the free energy 

of the initial state and the final state (Gh
TS ), the sum of all outgoing terms will be 
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the free state of the protein that is dealt separately in the K free
ab  matrix. 
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In order to address the sliding of protein on a DNA, we consider the K intra
ab  matrix. 

Since the protein can slide from one state to its adjacent state, the diagonal and its 

adjacent elements are occupied. The protein is at the end of the DNA molecule at states 1, 

N/2, (N/2)+1, and N, hence the outgoing components are 






 


RT

GG
A i

TS
sexp*  as the 

diagonal elements. Since the number of states also includes different orientation of the 

protein on DNA, the sliding from one orientation to another is impossible and thus 

similar considerations as above is adopted for positions N/4, (N/4)+1, 3N/4, and 

(3N/4)+1. For all other diagonal terms, the protein can slide to either side and hence the 

outgoing term is 






 


RT

GG
A i

TS
sexp*2 . Since the protein can only slide to its adjacent 

site(s) on the DNA, all other off diagonal elements except for the state corresponding to 

the adjacent state(s) are zero. 

K intra
ab (i, j) 

ks
i

2ks
i

ks
i1

ks
i1

0

0

,  i  j & i  N 1& i {1,N,N /2,(N /2) 1,N /4,(N /4) 1,3N /4,(3N /4) 1}

,  i  j & i {1,N,N /2,(N /2) 1,N /4,(N /4) 1,3N /4,(3N /4) 1,N 1}

,  i  j 1& j  N & i {N /4,N /2,3N /4,N 1}

,  i  j 1& j  N & i {(N /4) 1,(N /2) 1,(3N /4) 1,N 1}

,  i  N or j  N

, otherwise
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
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







 

Our experimental conditions are such that the DNA concentration is twice as 

much as protein concentrations; hence the population of the free protein is small, which is 

taken into account using the K free
ab  matrix. Since the rate of dissociation is limited by koff 

and the rate of association is limited by kon, all the diagonal elements (for i ≤ N) are koff 
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and the N+1th column is kon. The last row in this matrix contains elements corresponding 

to the outgoing terms for the free protein state, which takes care of the detailed balance. 

otherwise ,

1&1 ,

1 ,

1 ,

& ,

0

)12(
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In order to simulate individual complexes of protein with DNA-a and with DNA-

b, the kinetic matrices are modified such that the terms for the states on the other DNA 

are replaced by zeros. A sample kinetic matrix for the individual and 1:1 mixture of 

Figure 4.1: Macroscopic and microscopic events during protein translocation on 
DNA (a) Protein translocation between two DNA molecules (DNA-a and DNA-b) 
(b) Different translocation mechanisms of the protein to reach other 2n-1 sites on 
DNA-a and DNA-b 



 58

protein DNA complex is shown in detail in the appendix section for a system with two 

DNA molecules containing 3 sites, i.e. 6 states each. 

Derivation of macroscopic rate constant for protein translocation between two DNA 
molecules 

Let us consider a system exchanging between two major macroscopic states “a” 

and “b”, comprising of n microstates each. This leads to describing 2*n microstates, 

where 1 to n constitute the macroscopic state “a” and n+1 to 2n constitute the 

macroscopic state “b”. The rate of change of population of ith state is in the form of the 

master equation, 
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On the macroscopic level, the change in the population of states “a” and “b” under 

equilibrium is given by the sum of all its microscopic state, 
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   (4.3) 

Comparing this form to a two-state exchange process, the differential rate equations are 

given by, 

B
macro
BAA

macro
AB

A PkPk
dt

dP
     (4.4) 

A
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macro
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B PkPk
dt

dP
     (4.5) 

The population of the ith state under equilibrium is given by 
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state to any other state is based on the Kramers’ theory, can be defined by 
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im exp . After rearrangement of terms in Eq. 4.2 and comparing with 

Eq. 4.4 we obtain the macroscopic rate constant, 
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Further simplification of Eq. 4.7 yields, 
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rearrangement of terms in Eq. 4.3 and comparing with Eq. 4.5 we obtain 
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BA knk . It is very interesting to note that this form is very similar to the 

formalism of apparent reaction rate of consecutive reactions. The rate constants obtained 

are in the macroscopic scale since they are obtained from a system under equilibrium 

where the protein translocates between DNA molecules using the different mechanisms 

described above. 
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NMR OF PROTEINS UNDERGOING TRANSLOCATION BETWEEN DIFFERENT DNA SITES 

Translocation between two non-specific DNA molecules 

The mixture approach is described by considering different matrices for 

individual protein and DNA-a/DNA-b complexes, and protein with 1:1 mixture of DNA-

a and DNA-b. 

The transverse magnetization vector for this system is described below 
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
























free ,

 ,

1 ,

M

M

M

m
N

tr


, where M   Mx  iMy  

The relaxation matrix is a diagonal matrix containing transverse relaxation rates for 

individual microstates, 

R tr(i, j) 
Ri

0





, i  j

, i  j  

Since the protein has the same structure and conformation when bound to DNA, 

the transverse relaxation for the first N states on the DNA can be assumed to be the same. 

But the relaxation properties for the free state could be quite different, which is taken into 

account in the Rtr(N+1,N+1)th term. 

The chemical shift matrix is described in the same way with chemical shifts for 

individual states as the diagonal elements. 

tr(i, j) 
i

0





, i  j

, i  j  

The first N/2 diagonal elements (for i ≤ N/2) represent the chemical shifts of the 

protein bound to DNA-a and the next N/2 diagonal elements (for N/2 < i ≤ N ) represent 
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the chemical shifts of protein bound to DNA-b. The chemical shift corresponding to the 

free state (for i = N+1) of the protein could be quite different and ΩN+1 is set accordingly. 

As described above the kinetic matrix is constituted of the sum of three different matrices 

describing the different translocation processes. For this, we use the McConnell equation 

that relates NMR transverse magnetizations to the kinetics of the system under 

equilibrium in the following manner. 

d

dt
m tr  ( R tr  K  i tr)m tr  (4.8) 

Translocation between two specific DNA molecules 

In order to determine the translocation rate constant for a protein translocating 

between two specific DNA molecules, the mixture approach was successfully 

implemented along with z-exchange (12) and TROSY based z-exchange spectroscopy 

(20). The sample used in this measurement is comprises of a protein along with 1:1 

mixture of specific DNA molecules (spDNA-a and spDNA-b), both containing the 

cognate target site for the protein with a slight variation in the flanking residues around 

the cognate sites. 

The simulations of the z-exchange experiments was performed in order to 

determine the translocation kinetics of protein between two cognate DNA molecules, 

where we monitor the longitudinal magnetization corresponding to the translocation of 

the protein from spDNA-a to spDNA-a, spDNA-a to spDNA-b, spDNA-b to spDNA-b, 

and spDNA-b to spDNA-a as a function of mixing time. We can use the matrices defined 

in above section for a N-state system. We consider there are N states on the specific DNA 

molecules (spDNA-a and spDNA-b combined) and one free-state. The first N/2 states 

correspond to the states of protein bound on spDNA-a, next of N/2 states correspond to 
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that on spDNA-b, and N+1th state corresponds to the free state. Thus all of the matrices 

are of the size N+1 by N+1. The specific site on spDNA-a (i=spa) is chosen near the 

center of spDNA-a with lower free energy Gsp as compared to other non-specific sites. 

Similarly the specific site on spDNA-b (i=spb) is also chosen near the center of spDNA-

b. 

The longitudinal magnetization vector for a N+1 state system can be described by 
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The longitudinal relaxation matrix for this system under equilibrium, is described 

by a diagonal matrix 

R lo(i, j) 
Rlo, i

0





, i  j

, i  j  

where the longitudinal relaxation of individual states constitute the diagonal terms. The 

longitudinal relaxation of the free state could be quite different, which is taken care of in 

Rlo(N+1,N+1)th term. 

The kinetic matrix ( K ) for this system can be carried over from the description 

for the complex of protein and 1:1 mixture of the two DNAs in the section above, with 

the exception of free energies for different states on the DNAs being replaced by the free 

energies of the cognate DNA molecules. 

Here we use the McConnell’s formalism to describe the relationship between 

longitudinal magnetization and kinetics by the following equation, 

d

dt
m lo  ( R lo  K )m lo    (4.9) 
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MATERIALS AND METHODS 

Simulations of NMR data based on McConnell equations 

All of these simulations were coded to run on MATLAB programming 

environemtnts (The MathWorks, Natick, MA). A rugged landscape of free energies for 

the nonspecific sites on the DNA was defined by creating a random distribution of free 

energies with mean of zero and standard deviation of 500 cal/mol (103). To create 

specific sites on the DNA with high affinity towards protein, the free energies of those 

specific states were decreased by 4 kcal/mol.  

 

The free energy of the free state of the system is set using free DNA concentration and Kd 

( )/]FreeDNAln([ dref
TS
free KRTGG  ), in most cases the population of free state is 

Figure 4.2: Free energies to describe protein translocation (A) Definition of free 
energies of protein bound to nonspecific (top) and specific DNA(bottom) with 40 
sites each. (B) The free energy landscape of the various states defined in our 
simulations. 
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minimal due to high affinities of the protein towards DNA. The potential barriers for the 

three dynamic processes, sliding, intersegment transfer and dissociation followed by 

association were separately defined. To create the condition where the kinetic rate 

constant of sliding is far greater than the intersegment transfer process, the values of Gs
TS , 

Gh
TS , and G free

TS  were set at 9.8 kcal/mol, 14.8 kcal/mol, and 16 kcal/mol respectively.  

Simulations of transverse magnetizations used for describing translocation between 

two nonspecific DNA molecules 

The chemical shifts of the protein bound to DNA-a (Ωi (for i≤N/2)) and bound to 

DNA-b (Ωi (for N/2 < i ≤ N) share half of chemical shifts, since DNA-a and DNA-b have 

similar sites and the other half is chosen such that the difference in average chemical 

shifts of complex a (a ) and complex b (b ) is at least 50 Hz. The chemical shifts of 

complex a (Ωa) and complex b (Ωb) are shown in the Figure 4.3 (a) those represent both 

orientations of protein bound to DNA. 

The initial conditions required to solve the partial differential Eq. 4.8 is defined 

by a column matrix ( m tr
init) whose elements are governed by the equilibrium populations 

of corresponding states as described in the section above and is given by 

m tr
init(m,1) 

Pm

Pfree





, m  N

, m  N 1
 

After solving and Fourier transformation the Eq. 4.8 with matrices for individual protein 

and DNA complexes, and mixture of the two DNA and the protein, we get the frequency 

domain data. This is fitted to a Lorentzian line shape (6) which yields the apparent 

relaxation rate (Rapp) and position of the peak (Ωapp).  

In total, we now have the fitted transverse relaxation for the complex of protein 

and DNA-a and b ( Rab
app ), complex of protein and DNA-a ( Ra

app ), and complex of protein 
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and DNA-b ( Rb
app ). Similarly, we also obtain the apparent chemical shifts of complexes 

of the protein and the mixture of two DNAs (ab
app), protein and DNA-a (a

app), and 

protein and DNA-b (b
app) from the position of the NMR signals. At this point we intend 

to compare the expected intermolecular translocation rate ( kex
macro ) with the macroscopic 

translocation rate ( kex
app) obtained by using the Reuben and Fiat approximation (6, 51) 

described above for a two-state exchange process under equilibrium.  

kex
macro  kAB

macro  kBA
macro  n2 (kib)1

i1
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kex
app 

4 2 pa pb a
app b

app

Rab
app  paRa

app  pbRb
app

 
     (4.11)

 

where the population of the protein in complex with DNA-a (pa) and with DNA-b (pb) 

can be written as, pa 
ab

app b
app

a
app b

app  and pb 
ab

app a
app

a
app b

app  respectively.
 

Simulations of longitudinal magnetizations used for describing translocation 

between two specific DNA molecules 

In order to obtain the state of the magnetization for a given mixing time (t), we 

need to solve the partial differential Eq. 4.9. To obtain the magnetization corresponding 

to the process of translocation of the protein from spDNA-a to spDNA-a and spDNA-a to 

spDNA-b, we solve the partial differential equation above with the following initial 

condition 

m lo
init(i,1) 

1

0

, i  spa

, otherwise





 

After solving the partial differential equation, the value of the magnetization at 

position spa corresponds to the magnetization of the spDNA-a to spDNA-a translocation 
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process and magnetization at position spb corresponds to the magnetization of the 

spDNA-a to spDNA-b translocation process. 

For the following initial condition,  

m lo
init(i,1) 

1

0

, i  spb

, otherwise





 

and solving the partial differential equation described above, we obtain the magnetization 

corresponding to the spDNA-b to spDNA-b translocation process at position spb and the 

magnetization corresponding to spDNA-b to spDNA-a translocation process at position 

spa. 

This calculation is repeated for various mixing times (t) and the longitudinal 

magnetization obtained for the spDNA-a to spDNA-a, spDNA-a to spDNA-b, spDNA-b 

to spDNA-b, and spDNA-b to spDNA-a processes are globally fitted numerically to 

obtain the macroscopic intermolecular rate constants kab
app and kba

app. 

Simulations for different DNA concentrations 

The simulation of longitudinal and transverse magnetizations on individual 

protein DNA complexes and mixture of protein and both DNA molecules were be 

performed at different DNA concentrations by increasing the intersegment transfer rate 

using Eq 4.12, where kit is the second order rate constant for the direct transfer process. 

]DNA['  it
h kk        (4.12) 

The sliding rate is remains unaffected by the DNA concentration and thus is 

unchanged during these simulations. The population of free protein and DNA vary with 

DNA concentration as the free energy of the free-state is governed using the following 

relation )/]FreeDNAln([ dref
TS
free KRTGG  . 
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RESULTS AND DISCUSSION 

Assessment of NMR-based determination of rate constants for translocation 

between nonspecific DNA molecules 

The simulations of individual protein-DNA complexes, and protein and mixture 

of two DNAs, along with Reuben and Fiat approximation yield us the macroscopic rate 

constant ( kex
app) for translocation of protein between two nonspecific DNA molecules. The 

transition states are chosen such that the average sliding rate (~106 s-1) was much larger 

than the average pseudo first-order intersegment transfer rate (~10 s-1). For these settings 

different simulations were performed where the free energies of individual non-specific 

sites as well as chemical shifts of different sites are varied. After performing these 

simulations under conditions described above, the apparent rate constant ( kex
app) obtained 

via the mixture approach is found to be very similar to the expected macroscopic rate 

constant ( kex
macro). The results from one of the sample calculations are shown in figure 4.3 

and the correlation of apparent and macroscopic rate constant for different sliding rates is 

shown in figure (figure 4.4 and 4.5). Thus, we obtain very similar values for apparent rate 

constant via the mixture approach kex
app and the expected macroscopic rate constant ( kex

macro) 

from the derivation above (Eq. 4.10), and when the sliding rate is higher than pseudo 

first-order intersegment transfer at least by five orders of magnitude. To check the 

validity range of the Reuben and Fiat approximation, the transition states of sliding 

process was changed such that average sliding rates (~5000 s-1) were of comparable 

magnitude to the pseudo first-order intersegment transfer rate (~10 s-1). As per the figure 

(figure 4.4 and 4.5) for the conditions described above, the apparent rate constant via the 

mixture approach ( kex
app) was significantly different from the expected macroscopic rate 

constant ( kex
macro). When the sliding and hopping rates are comparable, we consistently 

observe larger value for kex
app as compared to expected kex

macro . These results suggest that  



 68

 



 69

 that the NMR based experiments permit accurate measurement of macroscopic rate 

constants for protein translocation between two nonspecific DNA molecules only if 

sliding process is much faster than the direct transfer process. 

 

Figure 4.3: Description of individual sites on each nonspecific DNA molecule: (a) 
Chemical shifts and (b) free energies. (c) Results of simulation of mixture 
approach for two different sliding rate constants. The top two panels describe the 
protein bound to individual DNA molecules and the apparent rate R2 is obtained 
by Lorentzian line-shape fitting. The bottom panel describes the protein in the 
mixture the two nonspecific DNA molecules. When the sliding rate are fast and 
the intersegment transfer is predominant, the apparent kinetic rate constant 
from Reuben and Fiat approximation is very similar to macroscopic rate 
constant. On the other hand the apparent rate constant deviates largely from 
macroscopic rate constant when the sliding rates are comparable to pseudo first 
order rates. 

Figure 4.4: Correlation plot of kmacro calculated using Eq. 4.10 and the kapp 
obtained from the simulations where the sliding on nonspecific DNA is much 
faster (excess of 106 s-1) than the pseudo first order rate for intersegment transfer 
(~10 s-1). 
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When theoretical and experimental data were compared for relaxation rates for 

individual protein DNA complexes and mixture of the protein and both DNA molecules, 

similar trends of the apparent transverse relaxation rates as a function of DNA 

concentration were found if the sliding process is significantly faster than the direct 

transfer (Figure 4.6). There is an increased broadening of the NMR line-shape for the 

complex of protein and mixture of DNA-a and DNA-b, apparent from the increased 

relaxation values obtained using Lorentzian line shape analysis, which is due to the 

contribution by the intersegment transfer of the protein between the DNA molecules. 

Since the pseudo first order rate constant is varied, in our simulations, as a linear function 

of free DNA concentrations as described in Eq. 4.12, the apparent rate of translocation 

Figure 4.5: Correlation plot of kmacro calculated using Eq. 4.10 and the kapp 
obtained from the simulations where the sliding on nonspecific DNA is 
comparable (< 103 s-1) to the pseudo first order rate for intersegment transfer 
(~10 s-1). 
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between the two non-specific DNA molecules could vary with the DNA concentrations 

giving us the second order rate constant for intersegment transfer from its slope. This 

scenario was tested by performing 50 different simulations for different values of sliding 

rates, slow (<103 s-1) and fast (>106 s-1), where the accuracy of the second order 

intersegment transfer rate obtained using simulation of NMR experiments was checked. 

In addition to this, the each simulation had different values of free energies and chemical 

shifts associated with each site on the DNA. A correlation plot of the estimated and the 

apparent second order rate constant for the two different scenarios (figure 4.7) indicate 

that when rate of sliding and intersegment transfer are comparable the second order rate 

constant obtained from the NMR experiments could be inaccurate and conversely when 

the sliding rates are much faster than the pseudo first-order intersegment transfer rates, 

the slopes from the DNA dependence experiments give a very good estimate of the 

second order rate associated with intersegment transfer. 

When the sliding process is fast enough, as shown in figure 4.6(A), the apparent 

transverse relaxation of individual protein-DNA complexes should remain unchanged 

and is clearly seen in these simulations. But when the sliding rates are comparable to the 

pseudo first-order intersegment rate constant, evident from Figure 4.6(B), we observe a 

dependence of apparent transverse relaxation for the individual protein-DNA complexes 

on the free DNA concentration. From the figure 4.6, corresponding to the intersegment 

transfer to be the predominant mechanism, simulations on the trend of apparent 

relaxation rates on free DNA concentrations provides a qualitative idea on the time scale 

of sliding process, i.e. sliding process is considerably faster than intersegment transfer 

process. Our simulations indicate that if the time scale of sliding between adjacent sites is 

as slow as millisecond, there is a stronger dependence of transverse relaxation of the 

individual protein-DNA complexes on the DNA concentration which is actually not 
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observed in the published (6) experimental data. These results suggest that the NMR 

based experiments with different DNA concentrations can give qualitative information on 

the timescale of sliding. The experimental data shown (6) in figure 4.6(C) imply that the 

sliding of HoxD9 homeodomain occurs in the time scale much faster than milliseconds. 

 

 

 

 

Figure 4.6: Apparent transverse relaxation of individual protein and DNA-a 
complex, protein and DNA-b complex, and mixture of protein, DNA-a and DNA-b 
complex as a function of DNA concentration. A sample calculation when sliding 
rate is (A) comparably faster than the pseudo first-order intersegment transfer 
rate, (B) comparable to the pseudo first-order intersegment transfer rate. (C) 
Apparent transverse relaxation of residue L26 of HoxD9 homeodomain measured 
using the mixture approach to observe its translocation between two nonspecific 
DNA molecules (6). 
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Figure 4.7: Correlation plot of 50 simulations where the DNA concentrations are 
varied to reveal the apparent second order rate constant for the inter-conversion 
between two nonspecific DNA molecules. (a) Correlation between calculated 
second order rate constant and the apparent rate obtained via Reuben and Fiat 
approximation when the sliding rate are faster(>106 s-1) than the pseudo first-
order rate constant for intersegment transfer. (b) Correlation between the 
calculated second order rate constant and the apparent rate obtained via Reuben 
and Fiat approximation when the sliding rate are comparable(<103 s-1) as 
compared to pseudo first-order rate constant for intersegment transfer 
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Assessment of NMR-based determination of rate constants for translocation 

between specific DNA molecules 

The intent of using the mixture approach and repeating the experiment at different 

DNA concentrations is to measure the microscopic translocation rate constant between 

the two nonspecific sites. The mixture approach gives us the macroscopic rate constant 

for translocation, which has contributions from sliding, hopping and dissociation-

reassociation events to the nonspecific sites. The contribution of the state at which the 

protein is bound to the nonspecific sites might be significant and could cause a deviation 

from linearity of kapp values obtained from performing experiments at different DNA 

concentrations. If the affinity towards the nonspecific sites is comparable to that of 

specific sites, the protein might spend less time on cognate sites and slide away to 

adjacent nonspecific sites. 

Interestingly, the simulations of z-exchange experiments done at different DNA 

concentrations yielded us pseudo first order rate constants kab
app and kba

app, and when 

plotted against DNA concentration, it gives us the second order rate constants (kit
ab and 

kit
ba) for the translocation between two cognate DNA molecules. These simulations were 

done using the McConnell equation for longitudinal magnetization as described in the 

section on materials and methods. The number of sites on each DNA used in these 

simulations were 40, since in the experimental method (12) nDNA is 24, rsp is 5 and the 

number of sites on DNA is given by 2 * (nDNA  rsp 1). Many simulations were 

performed for different free energies for nonspecific sites and the apparent second order 

rate-constant was obtained. These simulations were done at various values of sliding and 

hopping rates, to obtain the macroscopic rate constants for the protein translocation 

between the two DNA molecules. There is a larger deviation of the apparent rate constant 
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obtained from the simulation from the calculated macroscopic rate constants, when the 

sliding rates are comparable to the pseudo first-order intersegment transfer rate constant. 

From the simulations we learn that when the affinities towards the cognate sites are 

different from nonspecific sites by 4 kcal/mol, the protein spends most of the time bound 

to specific sites and the apparent pseudo first-order rate constant is given by 

 
1

1

1









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


n

i

i
hkn  where the major contribution is obtained from intersegment transfer 

between the two cognate sites. It is a reasonable assumption that the difference in free 

energies between the cognate and nonspecific sites is 4 kcal/mol, which is evident from 

affinities of HoxD9 towards cognate and nonspecific DNA (6, 96). Under the conditions 

above, it is possible that the sliding rates could be comparable to that of pseudo first-

order intersegment transfer rates for larger protein systems; the apparent rate constant 

measured using this NMR based method will be predominantly dominated by 

intersegment transfer between the cognate sites due to the slow sliding rates. This was 

verified using 50 separate calculations to simulate the NMR based approach (12) where 

macromolecular concentrations and affinities were kept fixed and the free energies of 

non-specific sites were varied, to yield the apparent pseudo first order rate constant to be 

1829 ± 7 s-1 and the macroscopic rate constant calculated from the above description was 

1863 ± 2 s-1. On the other hand when the sliding rates is higher than pseudo first-order 

intersegment transfer rates, which are fixed by the transition barriers, the macroscopic 

rate constant derived from Eq. 4.10 and the apparent rate constant obtained from these 

simulations are comparable. This was again verified using similar calculations as above 

to yield the apparent pseudo first order rate constant as (2.93 ± 0.01) x104 s-1 in excellent 

agreement with the macroscopic rate constant calculated from Eq 4.10 was (2.93 ± 0.01) 

x104 s-1. he results of one of the sample calculations is shown in the figure 4.8 where the 
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apparent pseudo first-order rate constants were obtained as a function of the transition 

state describing the sliding process. So when the transition state has low free energy 

values, the sliding kinetic rate constant is large, i.e. the protein slides very rapidly and for 

large values of transition states the sliding rate constant is small, i.e. the protein slides 

slowly. 

 

When we compare our trend of the macroscopic rate constant as a function of 

DNA concentration with that obtained from experimental data on translocation of HoxD9 

between cognate DNA molecules (96), the plots as seen in Figure 4.9 show a linear trend 

as a function of DNA concentration. It is very interesting to note from the simulations 

that for greater sliding rates (for our case ks >106s-1) as compared to pseudo first-order 

intersegment rates, there is minimal contribution by the sliding process on the apparent 

Figure 4.8: Apparent pseudo first-order rate constant obtained from a sample 
simulation as a function of transition state for sliding. The initial few points depict 
the condition when the sliding rate constants are small (ks <103s-1) and the last few 
points describe the condition where the sliding rates are large (ks >106s-1). 
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macroscopic rate constant measured using the z-exchange experiment. But when they 

become comparable there is a significant contribution to the measured apparent rate 

constant by the sliding process. Thus the macroscopic rate constant measured for HoxD9 

homeodomain translocation (96) between two cognate sites is quite accurate for direct 

transfer mechanism assuming that the sliding process is much faster than the 

intersegment transfer process. 

 

 

Figure 4.9: Results from NMR experiments and DNA  concentration dependence 
simulations (A) The dependence of apparent rate constant of HoxD9 translocating 
between two cognate DNA molecules on free DNA concentration (5). The apparent 
rate constant was measured using z-exchange experiment and the amount of free 
DNA was varied. (B) The result from a sample simulation where ks > kh . Here the 
apparent second order rate constant obtained using NMR based methods is very 
similar to the actual value (5.85 *104 M-1s-1). 
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The kinetic rate constants measured as a function of DNA concentrations as 

described above, also give us some information on the dissociation process. The intercept 

of the plot of apparent rate constant as a function of free cognate DNA concentration is 

present because of the dissociation process that is governed by koff. This intercept has 

been shown to be present in translocation of Oct1-HoxB1 between two cognate DNA 

molecules and interpreted as being 0.5*koff (104). As the intercepts from the plot of 

apparent kinetic rate constant as a function of free DNA concentration can be obtained 

from the previous simulations, these intercepts were analyzed for different sliding rates. 

The trend of the intercept is shown as a function of transition free energy for sliding 

process in figure 4.10. When the sliding rates are slow (ks <103 s-1), the intercept actually 

reflects 0.5*koff. On the other hand when the sliding rates are fast (ks >106 s-1), the 

Figure 4.10: Intercept of the plot of apparent rate as a function of DNA 
concentrations as a function of transition state for sliding process. When the 
sliding rate is fast the intercept is dependent on the number of sites on the DNA. 
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intercept was analytically found to be (n/4)*koff. Since the length of DNA (nDNA) can be 

easily altered in the mixture approach, these NMR experiments can be repeated for 

different DNA lengths to get intercepts for apparent translocation rate as a function of 

free DNA concentration. As per our calculations, if the intercept changes with different 

DNA lengths we can estimate the time scale of the sliding process qualitatively. 

These simulations also give us an idea about designing new experiments that can 

provide us an insight into the translocation mechanism of protein sliding. Since the 

contribution by the sliding rate to the translocation rate constant is a linear function of the 

number of non-specific sites on the DNA, we can get some insights into the contribution 

of sliding process. It is also possible for us to measure the macroscopic rate constants for 

systems where the DNA length is increased, to increase the number of nonspecific sites 

flanking the cognate sites. The increase in the number of nonspecific sites would 

contribute to increase in the macroscopic rate constant and thus a plot of macroscopic rate 

constant as a function of number of nonspecific sites could give a good understanding of 

the contribution due to sliding on DNA.  

Potential applications to other biophysical problems 

These simulations representing the generalized N-state system comprised of 

protein translocation on DNA molecules are defined by free energies of initial states, 

transition barriers, and final states. The use of kinetic matrices was possible because the 

kinetic mechanisms are pseudo first order or first order reactions. This generalized N-

state system can be easily extended to other macromolecular processes like protein 

folding, unfolding, redox reactions, conformation dynamics, etc since the kinetic values 

can be defined based on free energies of different states. For other biophysical processes 
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and events, the suitable kinetic matrices relevant to the case in hand can be used for 

employing this formalism. 

CONCLUSIONS 

In these calculations, we have been able to develop a generalized N-state model to 

describe the predominant translocation modes during facilitated target location process. 

Its simplistic approach has made it possible to extend it to design suitable experiments 

and study other macromolecular events. The use of Kramers’ theory to describe the 

kinetic rate constants was very advantageous in maintaining the detailed balance of the 

kinetic matrices. The NMR experiments were simulated by employing the McConnell 

equation that contains the kinetic matrix, which is constituted of three major translocation 

kinetic mechanisms present during target location by DNA binding proteins. These 

simulations most importantly reveal that the NMR based approaches used to obtain the 

macroscopic rate constants are pretty accurate when the sliding rates are much faster than 

pseudo first-order intersegment transfer rates. Furthermore we also obtain a qualitative 

idea on the time scales of different kinetic process governing the facilitated target 

location. These calculations also reveal the limits of the NMR based approaches and the 

reliability of the kinetic rate constants obtained. 

These simulations have also given us ideas on designing new experiments to 

decipher the role of sliding events on nonspecific sites on DNA in the measured apparent 

translocation rate constants. Moreover these simulations can also be tweaked such that it 

reveals the validity range of NMR based mixture approaches. Thus this N-state 

generalized theoretical approach is very useful in validating the accuracy of the 

translocation rate constants obtained via powerful NMR based techniques. 
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CHAPTER V† 

REDOX KINETICS FOR HMGB1 A-DOMAIN 

INTRODUCTION 

As shown in the previous chapters, we currently possess various NMR based tools 

to quantitatively analyze the kinetics of various biological processes. In certain cases we 

had to develop new methods and employ innovative concepts to analyze process 

happening in varying time scales. A very general N-state model was developed in the 

previous chapter to analyze the feasibility of various NMR based approaches and validity 

range of these precise biophysical methods. Since the NMR methods developed can give 

very accurate details of kinetic processes involving biomolecules, we here employ some 

of these powerful NMR based methods to understand the kinetics of reduction/oxidation 

of a biologically important DNA binding protein HMGB1. 

Even though the primary function of HMGB1 is in the nucleus as a DNA binding 

protein, it also has a completely different function as a cytokine in extracellular 

environments. In the nucleus, this protein binds DNA in a non-specific manner and 

induces substantial distortion of DNA, which is involved in gene regulation (105). 

HMGB1 also plays several important roles as a cytokine; it is passively and actively 

released into the extracellular environment and interacts with receptors such as RAGE, 

TLR2, TLR4, and TLR9 to induce various cellular responses (106). (107) 

                                                 
† This chapter is adapted from the paper published in FEBS Letters, (ref. 104) which allows authors to 
reproduce figures, tables or brief quotations from the text of articles published in FEBS Letters for non-
commercial purposes. ( Source: http://www.febsletters.org/content/authorinfo#copy ) 
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Redox chemistry may be involved in regulation of the function HMGB1. This 

speculation has been reinforced further by a very recent work on the different redox states 

of HMGB1, that have revealed different affinities towards DNA (108). This protein 

contains three cysteine residues: Cys22 and Cys44 in the A-domain, and Cys105 in the 

B-domain. In the crystal structure of the HMGB1 A-domainDNA complex (109), Cys22 

and Cys44 are in close proximity with only 4.3 Å between the two S atoms (Figure 

5.1A), suggesting that a conformational change may allow them to form an 

intramolecular disulfide bond. Indeed, it has been found that Cys22 and Cys44 can form 

an intra-molecular disulfide bond within the A-domain, while Cys105 is redox-inactive 

and remains reduced (110).  

Since the HMGB1 protein plays important roles in both reductive (nuclear) and 

oxidative (extracellular) environments, quantitative characterization of the redox 

reactions involving the Cys22–Cys44 pair is essential for understanding the functions of 

HMGB1. Since glutathione and thioredoxin are the predominant redox regulatory 

machineries inside the cells (53, 54), the kinetics of reduction/oxidation of HMGB1 by 

these redox machineries are quantitatively measured using NMR based methods. In this 

chapter, we analyzed the redox properties of the Cys22-Cys44 pair in the HMGB1 A-

domain in terms of kinetics and thermodynamics.  

MATERIALS AND METHODS 

Preparation of the HMGB1 A-domain 

The 15N- or 13C/15N-labeled HMGB1 A-domain (human HMGB1 residues 1-84)  
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(111) 

 
 

was expressed in E. coli as described previously (112). The protein was purified by 

ammonium sulfate fractionation and phenyl-FF hydrophobic chromatography (50 mM 

Tris•HCl [pH 7.5], 1mM DTT, and 2000-0 mM ammonium sulfate). The protein solution 

Figure 5.1: (A) Location of Cys22 and Cys44 in the crystal structure of the 
HMGB1 A-domain (PDB code 1CKT). (B) 1H-15N HSQC spectra recorded on 
oxidized and reduced forms of the HMGB1 A-domain at pH 5.5 and 20 ˚C. (C) 
Strips of CBCA(CO)NH spectra showing 13C/13C resonances for Cys22 and 
Cys44. The observed 13C chemical shifts confirm the redox states of these 
cysteine residues (110). 
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was then dialyzed against a buffer of 20 mM potassium phosphate (pH 6.0), and 100 mM 

NaCl. The intramolecular Cys22-Cys44 disulfide bond was spontaneously formed at this 

step. The oxidized A-domain was further purified by Mono-S cation exchange 

chromatography using 100-650 mM NaCl gradient in 20 mM potassium phosphate (pH 

6.0), and Superdex-75 gel-filtration with a buffer of 20 mM Tris•HCl (pH 8.0) and 200 

mM NaCl. The completely reduced form of the protein was obtained by adding 10 mM 

DTT. 

NMR assignment 

 1H/13C/15N resonances for oxidized and reduced HMGB1 A-domains were 

assigned with 3D HNCA, HN(CO)CA, HNCO, HNCACB, CBCA(CO)NH, C(CO)NH 

spectra (113) recorded at 20 ˚C on 1.0 mM 13C/15N-lableled proteins in a buffer 

containing 20 mM potassium phosphate (pH 5.5), 100 mM KCl, and 7% D2O. For the 

reduced protein, 10 mM DTT was also present in the solution. The NMR data was 

processed and analyzed with NMRPipe and NMRView software. 

Redox analysis of the A-domain in the glutathione system 

All real-time kinetic experiments were carried out using a Varian 750-MHz NMR 

system. The reaction kinetics between 15N-labeled HMGB1 A-domain and glutathione 

(reduced, GSH; oxidized, GSSG) were analyzed as follows. Initially, all of the A-domain 

was in the oxidized form and dissolved in a buffer of 40 mM TrisHCl (pH 7.4), 2 mM 

GSSG, 100 mM KCl, and 7% D2O. The reaction was initiated by mixing a solution of 

100 mM GSH dissolved in the same buffer (pH was carefully adjusted) with the protein 
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solution. The initial concentrations of GSH, GSSG and 15N-lableled A-domain in the 

reaction mixture (450 l) were 20 mM, 2 mM and 0.2 mM, respectively. The reaction at 

25 ˚C in an NMR tube was monitored with 1H-15N HSQC. The buffer was saturated with 

argon gas, which was also sealed in the NMR tube. Seven pairs of HSQC signals from 

backbone amides of K28, K29, K49, G57, and F59 and the side-chain NH2 of N36, which 

are well isolated in spectra for both states, were used to determine populations of the 

oxidized and reduced forms. This kinetic experiment was performed four times. Kinetic 

rate constants and the standard redox potential for the A-domain ( E A
0 ) were determined 

as described in a later section. The standard redox potential EG
0 =-264 mV for glutathione 

at pH 7.4 and 25 ˚C (114) was used as a reference. The value of E A
0  was also obtained 

from the equilibrium populations of the oxidized and reduced A-domain at six different 

[GSH]2/[GSSG] ratios using the Nernst equation. 

Kinetic analysis of the reaction between A-domain and thioredoxin 

 The kinetics of the reaction between the HMGB1 A-domain and thioredoxin was 

analyzed at 25˚C using 500-l solutions containing 0.2 mM 15N-lableled A-domain, 50 

mM Tris•HCl (pH7.4), 100 mM KCl, 7% D2O, 0.19 M rat thioredoxin reductase 

(Sigma-Aldrich), 0.5 mM NADPH, and human thioredoxin (Sigma-Aldrich) at four 

different concentrations (2.8, 5.7, 11.4 and 14.3 M) under argon gas. A control 

experiment was also carried out in the absence of thioredoxin. Starting from the 100% 

oxidized state for the A-domain, the reactions were monitored with 1H-15N HSQC spectra 

until the reduced form predominated. Populations of reduced and oxidized A-domains at 
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each time point were calculated as described above. Kinetic rate constants were obtained 

by non-linear least-squares fitting.  

CD analysis of thermal stability 

CD experiments were performed on the oxidized and reduced A-domain with a 

JASCO J-720 spectropolarimeter. CD at 222nm were measured at temperatures from 10 

to 90 C, changing at a rate of 1 C/min. Measured samples were 10 M proteins in 40 

mM potassium phosphate (pH 7.4) and 100 mM KCl. For the reduced form, 2 mM DTT 

was also present in the solution. Melting temperatures (Tm) and other thermodynamic 

parameters were calculated as described in literature (115). 

RESULTS 

NMR of reduced and oxidized HMGB1 A-domain 

The reduced and oxidized forms of the HMGB1 A-domain exhibited quite 

different 1H-15N HSQC spectra, as shown in Figure 5.1B. The redox reactions of the 

Cys22-Cys44 pair were reversible, and the oxidized A-domain could be completely 

reduced with 10 mM DTT. Using 1H/13C/15N triple resonance NMR spectroscopy, we 

assigned HSQC signals for both the reduced and oxidized forms individually. Formation 

of the intra-molecular Cys22-Cys44 disulfide bond in the oxidized form was confirmed 

by mass spectrometry (data not shown) and 13C chemical shifts of the two Cys residues 

(Figure 5.1C).  
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Redox reactions of HMGB1 A-domain with glutathiones 

Reduced (GSH) and oxidized (GSSG) glutathione molecules are the major 

contributors to the redox environment in cells (114). Redox reactions between the 

HMGB1 A-domain and glutathione are represented by: 

Aoxi + 2GSH 
  k1  

  k2  
 Ared  +  GSSG ,     (5.1) 

where k1 and k2 are the kinetic rate constants for the forward and backward reactions, 

respectively. The time courses of the reactions are given by: 

  
d

dt
Aoxi  k1 Aoxi GSH 2  k2 Ared GSSG ,  (5.2) 

  
d

dt
Ared  k1 Aoxi GSH 2  k2 Ared GSSG .  (5.3) 

 Under conditions where [GSH] and [GSSG] are much greater than [A] and virtually 

constant throughout the reactions, a pseudo-first-order approximation can be applied to 

the rate equations above, so their solutions for the reaction starting from 100% oxidized 

state become: 

[Aoxi](t)  [Aoxi](0)
k1

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, (5.4) 

  [Ared ](t)  [Aoxi](0)
k1


k1
  k2


1 exp{(k1

  k2
)t}



,  (5.5) 

where k1
’ and k2

’ are pseudo-first-order rate constants given by k1[GSH]2 and k2[GSSG], 

respectively. Non-linear least–squares fitting against experimental time-course data 
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provides the kinetic rate constants k1 and k2. Based on the Nernst equation, the ratio of k2 

to k1 is related to the standard redox potentials of the protein and glutathione: 

 
k2

k1

 exp (EA
0  EG

0 )
2F

RT









 ,    (5.6)  

in which EA
0  and EG

0  are standard redox potentials for the HMGB1 A-domain and 

glutathione, respectively; F, the Faraday constant; R, gas constant; and T is temperature.  

Using NMR, we analyzed kinetics of a reaction with the initial conditions of 

[Aoxi] = 0.20 mM, [Ared]= 0.00 mM, [GSH] = 20 mM, and [GSSG] = 2 mM, for which 

the pseudo-first-order approximation is reasonably valid. 1H-15N HSQC spectra were 

recorded as a function of reaction time. Signals from the oxidized form of 15N-labeled A-

domain decreased and those from the reduced form increased, which represents the redox 

reactions occurring in the NMR sample (Figure 5.2A). The reaction reached equilibrium 

in 8 hours (Figure 5.2B). Strictly speaking, the reaction represented by Eq. 5.1 can 

involve intermediates corresponding to the S-glutathionylated proteins. However, the 

NMR spectra monitoring the reaction showed two distinct sets of signals from the 

oxidized and reduced forms of the protein (Figure 5.2A), whereas signals that may arise 

from the intermediate were not clearly observed. This means that the population of the 

intermediate is too low at least under the present experimental conditions, which justifies 

the analysis with the two-state model. The kinetic rate constants k1 and k2 were 

determined to be 0.51 ± 0.18 M-2s-1 and 0.06 ± 0.01 M-1s-1, respectively. 

Interestingly, the final population of the oxidized A-domain in this experiment 

was as high as 40% despite the presence of 20 mM GSH, which indicates that the  
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standard redox potential for the Cys22-Cys44 pair is relatively low. Indeed, the value of 

�

EA
0  was determined to be -237 ± 7 mV from k1 and k2 together with Eq. 5.6. An 

independent measurement of 

�

EA
0  from the equilibrium populations at six different 

[GSH]2/[GSSG] ratios gave a virtually identical value (-237 ± 2 mV) as shown in Figure 

5.2C.  

C

Figure 5.2. (A) Changes of 1H-15N HSQC signals due to the reaction between the 15N-
labeled HMGB1 A-domain and glutathiones. Shown signals are from the F59 amide 
group in the oxidized (Oxi) and reduced (Red) HMGB1 proteins. (B) The reaction 
time-course obtained from HSQC spectra recorded on the reaction mixture of 20 
mM GSH, 2 mM GSSG, and 0.2 mM A-domain dissolved in a buffer of 40 mM 

Tris•HCl (pH7.4), 100 mM KCl, and 7% D2O. Average values of k1, k2, and  
determined from four independent experiments are shown together with their 

standard deviations. (C) Determination of the standard redox potential  from the 
equilibrium populations of the oxidized and reduced HMGB1 proteins at six 
different [GSH]2/[GSSG] ratios. 
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Kinetics of reduction of the Cys22-Cys44 disulfide bond by thioredoxin 

Thioredoxin (Trx) is a 12-kDa protein that plays a major role in redox regulation 

by attacking and reducing oxidized proteins in the nucleus and cytoplasm (53). 

Thioredoxin is oxidized in the process, but its oxidized form is rapidly reduced by the 

enzyme thioredoxin reductase (TrxR) with NADPH as the cofactor. Although a previous 

study has shown that thioredoxin can reduce HMGB1 (110), those data are qualitative 

rather than quantitative. We thus performed a quantitative analysis of the kinetics of the 

reaction between thioredoxin and the HMGB1 A-domain.  

  Reaction kinetics was investigated for solutions containing thioredoxin, 

thioredoxin reductase, NADPH, and 15N-labeled A-domain (Figure 5.3). The reaction 

occurring in an NMR tube was monitored by 1H-15N HSQC spectra. In these 

experiments, thioredoxin indeed reduced the oxidized A-domain, whereas the redox state 

of the A-domain remained unchanged within the experimental timeframe in the same 

reaction mixture without thioredoxin (Figure 5.3A). Since the standard redox potentials 

of the HMGB1 A-domain and thioredoxin are comparable and disulfide exchange is 

reversible, time-courses for the oxidized and reduced A-domains are given by the 

following rate equations: 

d

dt
Aoxi  kTrx Aoxi  Trxred  kback Ared  Trxoxi  ,  (5.7) 

d

dt
Ared  kTrx Aoxi  Trxred  kback Ared  Trxoxi  ,   (5.8) 

where kTrx is the second-order rate constant for the reaction between the oxidized A-

domain and the reduced Trx, and kback is that for the backward reaction. Judging from the 
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enzymatic constants Km and kcat for rat thioredoxin reductase (116), the reduction of Trx 

by thioredoxin reductase is much faster than the reaction between Trx and the HMGB1 

A-domain under the present experimental conditions. Hence contributions of the second 

terms with [Trxoxi] in Eqs 5.7 and 5.8 are negligible, and [Trxred] is virtually constant 

throughout the reaction. This leads to the following approximate solutions: 

Figure 5.3. Kinetics of the reactions between Trx and the HMGB1 A-domain 
monitored with NMR. (A) Reaction time-course. Filled and open symbols 
represent the reactions in presence (circle, 14 M; triangle, 6 M) and absence of 
Trx, respectively. (B) Plot of pseudo-first-order rate constants measured at four 
different Trx concentrations. 
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�

[Aoxi](t)  [Aoxi](0)exp( k t)  ,   (5.9) 

�

[Ared ](t)  [Aoxi](0){1 (exp( k t)} ,   (5.10) 

in which k’ is a pseudo first-order rate constant equal to kTrx[Trxred]. By using these 

equations, we obtained values of k’ at four different Trx concentrations. As shown in 

Figure 5.3C, k’ was indeed proportional to the Trx concentration, and kTrx was determined 

to be 3.0 ± 0.2 M-1•s-1. 

Thermal stability of the reduced and oxidized A-domain 

We investigated the effect of Cys22-Cys44 disulfide bond formation on the 

thermal stability of the HMGB1 A-domain by using CD. Although CD spectra of the 

reduced and oxidized A-domains are very similar at 10 ˚C (Figure 5.4A), temperature 

Figure 5.4. (A) CD spectra recorded at 10 ˚C on the oxidized and reduced forms 
of the HMGB1 A-domain. (B) CD at 222 nm as a function of temperature 
measured on the oxidized (+) and reduced (O) A-domains. 
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scans reveal that their thermodynamic properties are quite different (Figure 5.4B). Values 

of the melting temperature (Tm) for the reduced and oxidized forms were determined to 

be 49.1 ± 0.1 ºC and 59.2 ± 1.2 ºC, respectively. Thus, formation of the Cys22-Cys44 

disulfide bond stabilizes the protein, increasing the Tm by 10 ˚C. We also determined the 

differences in enthalpy (Href) and entropy (Sref) between the folded and unfolded states 

at Tm; their values were Href = 18.8 ± 1.0 kcal•mol-1 and Sref = 56 ± 3 cal•K-1•mol-1 for 

the oxidized A-domain and Href = 49.8 ± 1.0 kcal/mol and Sref = 155 ± 3 cal•K-1•mol-1 

for the reduced form. The substantially smaller Sref for the oxidized form can be 

attributed to conformational restrictions by the disulfide bond on the unfolded state (117). 

DISCUSSION  

Populations of the oxidized and reduced HMGB1 proteins in various environments 

Based on obtained k1 and k2 rate constants and standard redox potential E A
0 , we 

can estimate redox reactions of the HMGB1 proteins in various environments. The 

HMGB1 protein is present in nucleus, cytoplasm, and extracellular space (105, 106). The 

redox potential for GSH/GSSG in the cytoplasm is known to be ~-240 mV (114). For this 

redox environment, the equilibrium population of the oxidized HMGB1 is estimated to be 

as high as ~44%, based on the Nernst equation. Although the GSH concentration in 

nucleus is known to be ~8 mM and slightly higher than in cytoplasm (118), the 

GSH/GSSG redox potential in the nucleus is not available in literature as far as we know. 

Even though the potential is as low as -260 mV, the population of the oxidized HMGB1 

is estimated to be ~14%. But the actual population of the oxidized form is likely to be 
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much lower than this estimate because reduction of the A-domain by thioredoxin is 

considerably faster than the oxidation by GSSG under physiological conditions, as 

mentioned in the next section. In fact, previous studies have found that the nuclear 

HMGB1 molecules are mostly in the reduced form (110, 119).  

The redox potential in the endoplasmic reticulum (ER), where most extracellular 

proteins become oxidized before secretion, is -180 mV (114). If HMGB1 is secreted 

through the ER, 99% of the released HMGB1 should be in the oxidized form in 

equilibrium. However, it has been demonstrated that the HMGB1 protein bypasses ER 

and is secreted to the extracellular environment primarily via a non-classical, vesicle-

mediated secretory pathway (120, 121). Unless the vesicle provides an environment as 

oxidative as the ER, both reduced and oxidized forms may exist when HMGB1 

molecules are released to the extracellular space. The released HMGB1 in the reduced 

form should be a short-lived species because of the oxidative environment. These two 

forms of HMGB1 might have different roles in extracellular signaling.  

It should be mentioned that post-transcriptional modifications such as acetylation 

of lysine residues could affect the redox properties of the protein, while the recombinant 

HMGB1 A-domain without the modifications was used in the present study. It is known 

that the acetylation of HMGB1 determines its relocation to the cytoplasm in cells (120). 

The lysine acetylation can change the electrostatic potential and affect pKa for each thiol 

group of the Cys22-Cys44 pair, and therefore, the redox properties of HMGB1. However, 

we think that the impact is probably marginal, because no lysine amino group is present 
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within 8 Å from the thiol groups in the three-dimensional structure of the HMGB1 A-

domain. 

Thioredoxin’s role to maintain the reduced form of HMGB1   

The concentration of thioredoxin in eukaryotic cells is believed to be 1-20 M 

(53). Our observed value of kTrx (3.0 M-1•s-1) for the Cys22-Cys44 disulfide bond 

suggests that it takes as long as 6 hours for 10 M thioredoxin to reduce 50% of the 

oxidized HMGB1. This reduction is far slower than other reducing reactions by 

thioredoxin. For example, the corresponding kTrx value for the reaction between insulin 

and thioredoxin is 1.0105 M-1•s-1 (122), giving a half-life time of only 0.7 s at the same 

Trx concentration (10 M). 

However, it seems that the slow reaction between HMGB1 and thioredoxin is still 

meaningful to keep HMGB1 reduced in cells, because the oxidation of the HMGB1 by 

GSSG is also slow as shown above. Under physiological conditions with 10 M 

thioredoxin and 100 M GSSG, the pseudo-first-order rate constants kTrx[Trx] and 

k2[GSSG] are calculated to be 3.010-5 s-1 and 0.6010-5 s-1, respectively, and thus, 

reduction by thioredoxin is five times faster. But when the GSSG concentration is over 

500 M due to oxidative stress, the oxidation of HMGB1 by GSSG can be faster than the 

reduction of HMGB1 by thioredoxin. Thus, the oxidized HMGB1 may accumulate even 

in cells under oxidative stress (The higher protein stability of the oxidized HMGB1 as 

demonstrated by the CD experiment might contribute to the accumulation). The increase 
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of the oxidized form could cause perturbations in various gene-regulations, if the 

oxidation alters DNA-binding properties of HMGB1. 

CONCLUDING REMARKS 

 We have quantitatively characterized the Cys22-Cys44 pair in the HMGB1 A-

domain using biophysical approaches. These two cysteine residues can rapidly form an 

intramolecular disulfide bond with the standard redox potential as low as -237 mV, which 

suggests that the cellular glutathione system alone is not enough to keep HMGB1 

completely reduced in the cells. Our real-time kinetic data indicate that the reduction of 

the oxidized HMGB1 by thioredoxin is efficient enough to maintain the high population 

of the reduced HMGB1, while the reaction is far slower than other reducing reactions by 

thioredoxin. The kinetic characterization of the redox reactions involving HMGB1 and 

redox regulatory systems have given us the enough evidence to speculate that the 

different functions of HMGB1 could be attributed to the different redox states of the 

Cys22-Cys44 disulphide bonds. The low efficiency of the thioredoxin-HMGB1 reaction 

together with the protein stabilization by the Cys22-Cys44 disulfide bond might lead to 

accumulation of the oxidized form of the HMGB1 protein in cells under oxidative stress.  

 In this chapter, we have not only demonstrated the use of NMR based methods to 

give information beyond the structure, but also use them to provide biologically relevant 

information in terms of kinetics. The redox potential of the disulphide bonds present in 

HMGB1 has made it possible to calculate the relative population of the reduced and 

oxidized states inside the cells under different concentrations of redox regulatory systems 
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(107). It is important to note that the extensive kinetic characterization of 

reduction/oxidation of HMGB1 by redox regulatory systems reveal the speed of these 

reactions happening under physiological concentrations and conditions, thus leading us to 

attribute the distinct functions of HMGB1 to its redox environment. 
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CHAPTER VI 

PERSPECTIVE 

The overall objective in this thesis was to study the biologically relevant 

macromolecular interactions in terms of kinetics by systematically developing models 

and designing novel experiments. The biological function is not necessarily attained by 

bringing two macromolecules together, but the speed of the interaction play a vital role in 

the biological activities. While trying to achieve the overall goal in this study we were 

able to successfully push the envelope of the biophysical characterization of various 

macromolecular processes occurring in different time scales under physiological 

conditions. 

Protein-DNA interactions are very important for the cells and the process of target 

location on DNA is done very efficiently by DNA binding proteins. The translocation of 

protein inside the nucleus could be very complex because of high affinities of DNA-

binding proteins towards DNA along with high concentrations of DNA. Somehow these 

DNA binding proteins overcome these obstacles and carry out their respective functions. 

In order to address this biological problem we developed the TROSY based z-exchange 

experiment to study the translocation kinetics of HoxD9 transcription factor between two 

cognate DNA molecules using the mixture approach. The main idea about the 

improvements done to the conventional z-exchange experiment was to be able to 

incorporate the TROSY principle which would yield stronger and sharper NMR signals. 

The successful development of TROSY based z-exchange method now permits us to 

analyze larger biological systems undergoing exchange in the slow exchanging regime. In 

the case of HoxD9 homeodomain translocation between two different cognate DNA 

molecules, the TROSY based z-exchange permitted to successfully analyze kinetics of 
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protein translocation on DNA with wider temperature range to reveal the activation 

energetics. The thermodynamic characterization of slow exchanging systems was 

previously not feasible due to the narrow working temperature of the conventional z-

exchange experiment. In terms of energetics, these aforementioned experiments revealed 

a very important proof for the existence of intersegment transfer mechanism under high 

DNA concentrations, while complementing previous studies (6, 12). Since the kinetic rate 

constants for translocation of DNA binding proteins on DNA can be successfully attained 

using our mixture approach along with TROSY based z-exchange experiment, a more 

biologically challenging problem can be tested is ‘molecular crowding’. In order to 

understand the effects of molecular crowding inside the cells, kinetics of protein 

translocation of DNA can be measured in the presence of molecular crowding agents 

such as dextran, PEG, Ficoll, etc. Further extensions to this methodology would be to 

study the role of other cellular proteins that aid and/or inhibit transcription factors from 

doing their function, which is feasible by adding unlabeled cellular protein along with 

isotope-labeled transcription factor and unlabeled DNA. Due to increased signal to noise 

ratio gained using the TROSY based z-exchange experiments, this methodology can be 

easily adapted to other larger biological systems undergoing slow exchange between a 

major and minor state, that were previously not analyzable. The improvements over the 

conventional z-exchange experiments have resulted in the use of TROSY based z-

exchange spectroscopy to study larger complex biological systems like Zif268 (123), 

Oct1-HoxB1 (104), etc. 

The theoretical consideration of the NMR studies used to analyze the kinetics of 

protein translocation between different DNA molecules was necessary because of the 

presence of various microstates of protein bound to different regions of the DNA. The 
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NMR methods were successfully simulated using the McConnell equations and Kramers 

theory, where the kinetic rate constants obtained experimentally are indeed close to the 

expected rate constants obtained from the N-state model. One of the main implications 

from these simulations is that we now have a qualitative idea on the time scale of the 

sliding of protein on DNA. Our theoretical calculations give us some insights in to 

designing experiments, where the length of the DNA is varied, to test for the effect of 

sliding process on the apparent intersegment translocation kinetic rates. This would 

complement previous experiments on translocation of HoxD9 homeodomain between 

two nonspecific DNA molecules (6) where the simulation reveal the sliding rate constant 

is much faster than the pseudo first-order intersegment transfer rate constant. Similar 

simulations on the translocation of protein between cognate DNA molecules also reveal 

the validity range of these NMR based experiments. The N-state model used here is a 

generalized approach, i.e. it can be easily extended to be used in describing other 

biological processes like protein folding, ligand recognition, domain motions etc that 

access various states while performing their functions. 

Another important biological problem was tackled here, in which the kinetics of 

redox reactions involving high mobility group box 1 (HMGB1) A-domain and redox 

regulatory machineries like glutathione and thioredoxin systems were analyzed. The 

redox state of HMGB1 might play a very critical role in its function as it is a bifunctional 

protein possessing different functions under different redox environments. The redox 

characterization of HMGB1 was very important step towards a broader understanding of 

the role of different redox states in different diseases involving HMGB1. One of the 

major functions of HMGB1 inside the nucleus is to facilitate other transcriptional factor 

to locate their cognate sites efficiently by bending the DNA upon binding. In the previous 
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chapter, owing to unique redox potential of HMGB1 along with redox kinetic 

experiments, it is can be inferred that the cellular redox machineries struggle a lot to keep 

HMGB1 reduced inside the cells. And under the oxidative stress environments, there 

could be an accumulation of oxidized HMGB1 inside the cells. These results shed light 

into the possible role of the different redox states in HMGB1’s function. Inspired by our 

findings on HMGB1’s redox properties, further research on the DNA binding activity of 

HMGB1 reveal that oxidized and reduced states of HMGB1 possess different affinities 

towards Cisplatin-modified bent DNA (108). It is also important to note that there are 

other redox machineries present inside the cell other than glutathione and thioredoxin 

system like nucleoredoxin, glutaredoxin, etc., that could affect the redox states of 

HMGB1. The real-time NMR based experiments were used to characterize these redox 

reactions of HMGB1 are not very specific to the biological problem being addressed here 

and can be extended to study other biologically problems. Like our aforementioned 

approach to study redox kinetics, careful biophysical experiments on other redox 

regulatory systems could lead to a better understanding of their role in keeping cellular 

environment reductive. The other function of HMGB1 is outside the cells where it acts as 

a cytokine and is mainly involved the cellular necrosis. Since elevated levels of HMGB1 

are found in various disease states like cancer, inflammation, sepsis, arthritis, etc, 

HMGB1 has been a potential drug target to cure these diseases (124). Since it has already 

been shown that different redox states of HMGB1 possess varied DNA binding activity, 

it could be speculated that these different redox states of HMGB1 might play a pivotal 

role in its extracellular activity. The accumulation of oxidized HMGB1 could be 

detrimental to the cell if the enhanced DNA binding function is attributed to reduced state 

and the necrotic activity is attributed to the oxidized state. These thoughts need to be 
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tested by biologists to get a better understanding of the function of omnipresent protein 

HMGB1. 

Overall, the biophysical characterization of various macromolecular processes 

occurring in different time scales was made possible by the use of various biophysical 

approaches, mainly NMR based methods. These experiments as well as simulations 

provide an insight into the different microscopic events that influence the function of 

these macromolecules. It is now possible to gain access into the different kinetic 

mechanisms explored by proteins to carry out their cognate function efficiently inside the 

cells as physiological concentrations of macromolecules can be mimicked in the NMR 

based methods. These NMR based biophysical experiments provide an advantage over 

conventional methods, in terms of experimental feasibility and development of assays for 

the kinetic measurements of macromolecular events. 
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APPENDIX 

Translocation of protein between two DNA molecules with three sites 
each 

The protein binds to three sites on DNA-a and DNA-b with two different orientations, 

thus there exists six bound states of protein to each DNA molecule. For this system 

(N=12), the states 1 to 6 describe the protein bound to DNA-a and states 7 to 12 describe 

the protein bound to DNA-b. 

The kinetic matrix to describe the intermolecular translocation process for this system is 

given by, 
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The kinetic matrix for intramolecular translocation of protein on DNA molecules is given 

by, 
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K intra 
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The kinetic matrix to describe the process of protein disassociation from DNA molecule 

and re-associating with DNA molecules is given by, 
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